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1 Integrability, 4 hours

The phenomenon of the integrability of quantum systems can be understood by means of
their relation to the linear ones via separation of variables. Namely, the quantum system
is integrable, if its non-linear equations of motion can be represented as the zero-curvature
conditions of some integrable linear system. Physically this means, that the interaction
of such systems reduces to the elastic scattering and the only result of it consists in the
exchange of quantum numbers (momenta etc.) of the scattered particles. Accordingly, the
S-matrix of the theory is factorized into the product of blocks, corresponding to 2 → 2
scattering and also 1 → 1 in the presence of a boundary.

1.1 Zamolodchikov’s S-matrix

A set of (annihilation) operators Za(λ) satisfying the Zamolodchikov algebra: has been
proposed for an algebraic description of the factorizable scattering.

Za(λ)Zb(µ) = Sab,cd(λ− µ)Zd(µ)Zc(λ) (1.1)

where S is n2×n2 matrix. The consistency condition of this system, which follows from the
associativity property of the triple product Za1(λ1)Za2(λ2)Za3(λ3), that is the Yang-Baxter
equation for the S-matrix:

Sajak
(λj − λk)Sajal

(λj − λl)Sakal
(λk − λl) = (1.2)

Sakal
(λk − λl)Sajal

(λj − λl)Sajak
(λj − λk).

Extending this algebra by adding n conjugated (creation) operators Z†
a(µ), one gets the

Zamolodchikov - Faddeev algebra:

Za(λ)Z†
b (µ) = δabδ(λ− µ) + Z†

c (µ)Ŝac,bd(λ− µ)Zd(λ), (1.3)
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or in matrix notations:

A(λ) ⊗A(µ) ≡ A1(λ)A2(µ) = S12(λ− µ)A2(µ)A1(λ), (1.4)

A†
1(λ)A†

2(µ) = A†
2(µ)A†

1(λ)S†
21(µ− λ),

A1(λ) ⊗ A†
1(µ) = I1δ(λ− µ) + A†

2(µ)Ŝ12(µ− λ)A2(λ),

where A(λ) and A†(µ) are the column (Z1(λ), ..., Zn(λ))t and the row (Z†
1(µ), ..., Z†

n(µ)
correspondingly, subscripts refer to the corresponding isotopic spaces Cn ⊗ Cn ≡ V1V2 and
S21 = PS12P, Ŝ12 = PS12, P is the permutation operator in Cn ⊗ Cn. The complete
scattering matrix S({λk}) of the M particle is factorized then into the ordered product of
M(M − 1)/2 two-particle S-matrices (1.1). For example the S-matrix of the j-th particle
on the other M − 1 particles is given by t(λj ; {λm}), i.e. the particular value of the transfer
matrix for λ = λj:

t(λ; {λm}) = traT (λ; {λm}) ≡ tra
∏

k

Sak(λ− λk), (1.5)

1.2 Transfer matrix

The trace in this expression is taken over the auxiliary space Va, while the transfer matrix
acts in the quantum space ⊗M

k=1Vk. In the framework of the quantum inverse scattering
method (QISM) [4] instead of the original non-linear problem the auxiliary linear one is
considered:

d

dx
T (λ, x) = L(λ, x)T (λ, x) (1.6)

or
T (n+ 1, λ) = Ln+1(λ)T (n, λ)

in discrete case.
This is the Lax operator of the QISM. The solution of (1.6):

T (λ, x) = P exp(

∫ x

L(λ, y)dy), (1.7)

T (n, λ) = Ln(λ)Ln−1(λ)...L1(λ)

in discrete case, defines the monodromy matrix T (λ).
Its entries are the new variables (the quantum scattering data), which commutation

relations are defined by

n
∑

j1,j2=1

Ri1i2,j1j2(λ− µ)Tj1k1(λ)Tj2k2(µ) = (1.8)

n
∑

j1,j2=1

Ti2j2(µ)Ti1j1(λ)Rj1j2,k1k2(λ− µ).
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We see that integrable systems are specified by the R-matrix, which acts on Cn ⊗ Cn and
satisfies the Yang-Baxter equation

n
∑

j1,j2,j3=1

Ri1i2,j1j2(λ)Rj1i3,k1j3(λ+ µ)Rj2j3,k2k3(µ) = (1.9)

n
∑

j1,j2,j3=1

Ri2i3,j2j3(µ)Ri1j3,j1k3(λ+ µ)Rj1j2,k1k2(λ).

In general the R-matrix depends on the spectral parameter λ and other parameters. Al-
though there is no complete mathematical theory of the Yang-Baxter equation, a variety
of solutions are known as well as different fields of their application. They are classified
by the Lie algebra, its irreducible representations, and the spectral parameter dependence:
rational, trigonometric and elliptic ones. Given a solution R(λ) one can define the quadratic
algebra TR of n × n matrix elements Tij , which is generated by eq. (1.8). The associative
algebra TR realizes the representation space of a quantum integrable system. The commu-
tative integrals of motion are t(λ) = trT (λ), which follows from (1.8), taking the trace of
T1T2 = R−1

12 T2T1R12. The algebra TR possesses the co-multiplication property: if T1(λ) and
T2(λ) are two representations of TR in the quantum spaces V1 and V2, then the matrix

Tik(λ) = T1,ij(λ)T2,jk(λ) (1.10)

is a representation of TR in the tensor product V1 ⊗ V2. This property allows to represent
T (λ) as a product of elementary representations, the so called Lax operators Li(λ). It
follows from SL(2) symmetry of the R-matrix that an arbitrary constant d × d matrix K
provides the simplest representation of the algebra TR.

1.3 Quantum determinant

This algebra has a central element, the quantum determinant of T (λ):

∆(λ) ≡ detqT (λ) = D(λ+ η/2)A(λ− η/2) − B(λ− η/2)C(λ+ η/2 = (1.11)

A(λ− η/2)D(λ+ η/2) − C(λ− η/2)C(λ+ η/2) =

A(λ+ η/2)D(λ− η/2) − B(λ+ η/2)C(λ− η/2) =

D(λ+ η/2)A(λ− η/2) − C(λ+ η/2)B(λ− η/2) =

which has the following remarkable properties

detqT1(λ)T2(λ) = detqT1(λ)detqT2(λ) (1.12)

and
detqK = detK. (1.13)

The next representation is given by Lax operator, mentioned above, which takes the espe-
cially simple form for the XXX spin chain:

L(λ) = λ + η
3

∑

α=1

Sασα =

(

λ+ ηS0 ηS−

−ηS+ λ− ηS0

)

(1.14)
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where operators Sα belonging to some irreducible representation of sl(2) have commutation
relation:

[S0
i , S

±
j ] = ±δijS±

i , [S+
i , S

−
j ] = −2δijS

0
i .

Note that the R-matrix itself can be choosen as a Lax operator, if the auxiliary space is
two-dimensional. We have

detqL(λ) = λ2 − η2(C + 1/4), C = (S0)2 − 1

2
(S+S− + S−S+). (1.15)

Since the L(λ)-operator, being the elementary representation of TR, satisfies the Yang-
Baxter relation and the R-matrix depends only on the difference of the spectral parameters,
the shift L(λ) → L(λ− ω) defines an automorphism in TR:

R(λ− ω1 + Sα1 σα) (λ− ω2 + Sβ2 σβ) = (λ− ω2 + Sβ2 σβ)(λ− ω1 + Sα1 σα)R (1.16)

Separating the terms, linear in λ in this equation one deduces that the R-matrix is SL(2)-
invariant

[R;Sα1 + Sα2 ] = 0 (1.17)

and depends only on difference ω12 = ω1 − ω2. The SL(2)-invariance implies that the
R-matrix has to have the form

R =
∑

ρj(ω12)Pj, (1.18)

where Pj are the projectors corresponding to the decomposition of the tensor product of
two initial representations into the sum of irreducible representations labelled by spin j.

Furthermore the part of eq.(1.16), which contains no λ gives for ρj(ω12) the recurrence
relation:

ρj+1(ω12) =
ω12 + η(j + 1)

ω12 − η(j + 1)
ρj(ω12), (1.19)

which determines R up to a scalar factor.

1.4 Properties of the R-matrix

Particular solutions of the Y-B equation have properties, which are important for different
applications, but which are not necessarily valid for a given solution:
regularity

R(0) = ρ(0)1/2P12

P-symmetry

PR12(λ)P ≡ R21(λ) = R12(λ)

T-symmetry

Rt1t2
12 (λ) = R12(λ)

unitarity

R12(λ)R21(−λ) = ρ(λ)I
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crossing symmetry

R12(λ) = V(1)R
t2
12(−λ− η)V −1

(1)

quasiclassical property

R(λ, η) = I + ηr(λ) + O(η2),

Here the superscript t denotes matrix transposition, r(λ) is the classical R-matrix, ρ(λ) is an
even scalar function, η is the crossing parameter and V determines the crossing matrix M ≡
V tV = M t. The quasiclassical property gives rise to the direct connection of the quantum
model to the corresponding classical one. Many R-matrices have only the combined PT -
symmetry: Rt

12(λ) = R21(λ). The regularity is used to extract from t(λ) the local integrals
of motion.

Thus the general solution of (1.16) is given by

T (λ, ~ω) = KLN(λ− ωN)...L2(λ− ω2)L1(λ− ω1) =

(

A(λ) B(λ)
C(λ) D(λ)

)

. (1.20)

because any permutation of the multipliers gives the equivalent result in the algebra TR.
Notice, that the L-operator is noting else than a R-matrix, acting in auxiliary and quantum
spaces C2 ⊗ Vi: Li(λ) ≡ Rai(λ).

The corresponding quantum determinant is

∆(λ) = detqT (λ) = detK
N
∏

i=1

((λ− ωi)
2 − η2(Ci + 1/4)) (1.21)

Now, it follows from

R12(λ− µ)T (1)(λ, ~ω)T (2)(µ, ~ω) = T (2)(µ, ~ω)T (1)(λ, ~ω)R12(λ− µ) (1.22)

that
[t(λ, ~ω); t(λ, ~ω)] = 0, (1.23)

where t(λ, ~ω) = trT (λ, ~ω), The trace is taken over the auxiliary space.
Among the integrals of motion (1.23) we look for local ones, i.e. quantities H (k) k =

1, 2, 3, .., which can be expressed as the sum of local operators,

H(k) =

N
∑

i=1

H
(k)
i,i−1,...,i−k+1 (1.24)

The periodicity, N + 1 ≡ 1, is supposed. The local densities H
(k)
i,i−1,...,i−k+1 should involve

only k adjancent spins Si, Si+1, ..., Si−k+1. An important case when such local integrals
exist is that of the homogeneous spin chain, corresponding to equal spins ∆i = ∆ and zero
shifts ~ω = 0. It has the important property of translational invariance. The corresponding
R-matrix is regular. The similarity transformation

USαi U
−1 = Sαi+1, USNU

−1 = K1S1K−1
1 , (1.25)
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where K permutes the boundary matrix K and with the Lax operator L1: KL1(λ) =
K−1L(λ)KK. This transformation generalizes the ordinary translation for the periodic
chain (K = 1) to the twisted periodic boundary condition, specified by the matrix K and
UN 6= 1 in contrast to the case K = 1, when operator U takes the especially simple form:
U = P12P23...PN−1N . The unitarity of U allows to represent it in exponential form

U = eiP , (1.26)

where operator P has the physical meaning of the total momentum of the chain. The
hamiltonian of the model then acquires the form

H =
d

dλ
t(λ)|λ=0 =

N
∑

i=1

d

dλ
Pi,i+1Ri,i+1(λ)|λ=0. (1.27)

2 Bäclund transformation, 8 hours

2.1 Toda chain

In this subsection we define the Bäcklund transformation for the periodic Toda lattice. The
model is described by the Lax or monodromy matrix:

L(u) = ℓn(u) . . . ℓ2(u)ℓ1(u), ℓj(u) = ℓj(u;Xj, xj) =

(

u+Xj −exj

e−xj 0

)

. (2.28)

The Bäcklund transformation Bλ depends on a complex parameter λ and defines the map-
ping from the variables (X, x) to (Y, y):

Xj = exj−yj + eyj+1−xj − λ (2.29)

Yj = exj−yj + eyj−xj−1 − λ (2.30)

One can rewrite (2.29):
eyj+1 = exj (Xj + λ) − e2xj−yj ,

and iteratively express eyj through ey1 as fractional-linear function. Solving it for j = N one
come to quadratic equation for ey1 and deduces, that the transformation Bλ is a two-values
algebraic function in terms of Xj and exj .

Exercise Check this statement.
We do not present the manifest form of solution here, because the simple implicit for-

mulas (2.29-2.30) are sufficient for our purposes.
Note that equations (2.29-2.30) are local: they involve only the variables with the indices

differing by 0 and 1. Note that even for real λ’s resolving the equations (2.29-2.30) can
produce complex values of Yj and yj

Then the canonicity of Bäclund transformation can be stated: the variables (Yj, yj) are
canonical. Indeed the equations (2.29-2.30) can be rewritten in the form:

Xj =
∂Fλ
∂xj

, Yj =
∂Fλ
∂yj

, (2.31)
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with generating function:

Fλ(y; x) =

N
∑

i=1

(exj−yj − eyi+1−xj − λ(xj − yj)). (2.32)

Exercise Check that (2.31) reproduces the Bäclund transformation (2.29-2.30)
Another remarkable property is the invariance of conserved quantities (Hamiltonians):

Hj(X, x) = Hj(Y, y), j = 1, . . . , N. (2.33)

It follows from the existence an invertible matrix M entering in Darboux transformation:

M(u, λ)L(u, Y, y) = L(u,X, x)M(u, λ). (2.34)

One can choose Darboux matrix as M(u, λ) = M1(u, λ), where the local matrices Mj(u, λ)
correspond to gauge transformation:

Mj+1(u, λ)ℓj(u, Yj, yj) = ℓj(u,Xj, xj)Mj(u, λ). (2.35)

Indeed, multiplying the Lax operator (2.28) in terms of (Y, y ) by MN+1(u, λ) = M1(u, λ)
from the left and using (2.35) one arrives at (2.34) after N steps.

Using definitions (2.28) and (2.29-2.30) one can easily check that the local Darboux
matrix:

Mj(u, λ) =

(

u− λ+ eyj−xj−1 −eyj

e−xj−1 −1

)

, (2.36)

satisfies to (2.35).

Exercise Check this statement. (Hint exclude λ using (2.29-2.30))
These two properties: canonicity and invariance of Hamiltonians constitute the definition

of what is called an integrable map. It is possible to prove the commutativity of Bäclund
transformation:

Bλ1 ◦Bλ2 = Bλ2 ◦Bλ1 . (2.37)

In order to define the spectrality of Bäclund transformation it is convenient to introduce
the quantity µ, canonically conjugated to λ:

µ =
∂Fλ
∂λ

=

N
∑

j=1

(xj − yj). (2.38)

The spectrality of BT then means that the pair (eµ, λ) lies on the spectral curve of the Lax
matrix. Since one has detL(u) = 1, it means that both eµ and e−µ are eigenvalues of L(λ):

W (e±µ, λ) ≡ det(e±µ − L(λ)) = 0.

(it does not matter if one takes L(λ;X, x) or L(λ;Y, y) since they are isospectral).
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In order to prove this relation one should to show that, say eµ is an eigenvalue of the
matrix L(λ;Y, y). The corresponding eigenvector we denote ω1:

L(λ;Y, y)ω1 = eµω1. (2.39)

It can be constructed explicitly: as it follows from (2.36) det(Mj(u, λ)) = λ − u and the
matrix Mj(λ, λ) degenerates into a projector for u = λ:

Mj(λ, λ) =

(

eyj

1

)

× (e−xj−1 ,−1) (2.40)

and up to an overall factor has the unique null-vector

ωj =

(

exj−1

1

)

, Mj(λ, λ)ωj = 0. (2.41)

Multiplying the identity (2.34) with M = M1 by ω1 one concludes:

M1(λ, λ)L(λ;Y, y)ω1 = 0. (2.42)

Then the uniqueness of the null-vector ω1 of M1, implies that ω1 is an eigenvector of the
monodromy matrix L(λ;Y, y). Multiplying the identity (2.35) by ωj one obtains:

Mj+1(λ, λ)ℓj(λ, Y, y)ωj = 0, ⇒ ℓj(λ, Y, y)ωj ∼ ωj+1.

One then calculates:
ℓj(λ, Yj, yj)ωj = exj−1−yjωj+1,

where in expression for ℓj(λ, Yj, yj) the matrix element λ+Yj is replaced by exj−yj +eyj−xj−1

by (2.30).
Then, acting by L(λ, Y, y) on ω1 one deduces:

L(λ, Y, y)ω1 = e
∑N

j=1(xj−1−yj)ωN+1 = eµω1.

One can also transform ℓj(λ, Yj, yj) using triangular matrix N :

ℓ̂j ≡ N−1
j+1ℓj(λ, Yj, yj)Nj =

(

eyj−xj−1 0
e−yj exj−1−yj

)

, Nj =

(

1 exj−1

0 1

)

, (2.43)

then for the transfer-matrix one has:

t(λ) = tr(ℓN(λ) . . . ℓ1(λ)) = tr(ℓ̂N(λ) . . . ℓ̂1(λ)) = eµ + e−µ, (2.44)

here the transition from ℓ to ℓ̂ is allowed because all internal matrices Nj cancel each to
other and edge matrices canceled due to periodicity NN+1 = N1 and the cyclic property
of trace. The last relation follows as the product of triangular matrices is also triangular
matrix and it becomes evident that L(λ) has two eigenvalues e±µ.
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2.2 Duality

The system under consideration along with description in terms 2 × 2 Lax matrix L(u)
admits description in terms of N × N Lax matrix L(v). These are dual with respect to
interchanging the spectral parameters u and v:

(−1)n−1 det(u−L(v)) = det(v − L(u)). (2.45)

To define the dual Lax matrix L(v) one can take an eigenvector θ1(u) of L(u) corresponding
to the eigenvalue v:

L(u)θ1 = vθ1, (2.46)

and define by induction:

θj+1 = ℓj(u)θj, j = 1, . . . , N. (2.47)

It follows from (2.46) that θj is quasiperiodic: θn+1 = vθ1. The function θj(u) is called
Baker-Akhiezer function. Denoting the components of the vector θj as ϕj and ψj one can
rewrite (2.47) as:

(

ϕj+1

ψj+1

)

=

(

u+Xj −exj

e−xj 0

) (

ϕj
ψj

)

. (2.48)

This matrix equation is equivalent to following sets of equations:

uϕj = ϕj+1−Xjϕj+e
xjψj , j = 1, . . . , N−1, uϕN = vϕ1−XNϕN +exNψN , (2.49)

ψj+1 = e−xjϕj, j = 1, . . . , N − 1, vψ1 = e−xNϕN , (2.50)

Eliminating ψj one obtains a second-order finite-difference equation for ϕj :

uϕ1 = ϕ2 −X1ϕ1 +
1

v
ex1−xNϕN ,

uϕj = ϕj+1 −Xjϕj + exj−xj−1ϕj−1, j = 1, . . . , N − 1, (2.51)

uϕN = vϕ1 −XNϕN + exN−xN−1ϕN−1,

which can be rewritten in matrix form as:

L(v)Φ = uΦ, Φ=





ϕ1

. . .
ϕN



, L(v)=













−X1 1 . . . 0 1
v
ex1−xN

ex2−x1 −X2 . . . 0 0
. . . . . . . . . . . . . . .
0 0 . . . −XN−1 1
v 0 . . . exN−xN−1 −XN













, (2.52)

where L(v) is the dual Lax matrix. As for 2 × 2 matrix L(u) in this case L(v) also must
exist a Darboux matrix M intertwining L(v;X, x) and L(v;Y, y). The explicit expression
for M , as for L(v), can be found from the Baker-Akhiezer function. Let vectors θj and θ̃j
refer, respectively, to L(v;X, x) and L(v;Y, y) and are related each to other as: θj = Mθ̃j :

(

ϕj
ψj

)

=

(

u− λ+ eyj−xj−1 −eyj

e−xj−1 −1

) (

ϕ̃j
ψ̃j

)

. (2.53)
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Now taking the first line

ϕj = (u− λ+ eyj−xj−1)ϕ̃j − eyj ψ̃j ,

and substituting

uϕ̃j = ϕ̃j+1 − Yjϕ̃j + eyj−yj−1ϕ̃j−1, ψ̃j = e−yj−1ϕ̃j−1,

from θ̃j+1 = ℓj(u;Yj, yj)θ̃j , as well as Yj = exj−yj + eyj−xj−1 − λ from (2.30), one obtains,
after making the necessary correction for j = N the following result:

ϕj = ϕ̃j+1 − exj−yj ϕ̃j , j = 1, . . . , N − 1 (2.54)

ϕN = vϕ̃1 − exN−yN ϕ̃N .

or, in matrix form, Θ = MΘ, with

M(v) ==













−ex1−y1 1 . . . 0 0
0 −ex2−y2 . . . 0 0
. . . . . . . . . . . . . . .
0 0 . . . −exN−1−yN−1 1
v 0 . . . 0 −exN−yN













. (2.55)

By construction, one has:

M(v)L(v;Y, y) = L(v;X, x)M(v). (2.56)

Alternatively, one could introduce the inverse to (2.35) M̃j = (λ− u)M−1
j :

M̃j(u, λ) =

(

1 −eyj

e−xj−1 λ− u− eyj−xj−1

)

, (2.57)

such that
M̃j+1(u, λ)ℓj(u,Xj, xj) = ℓj(u, Yj, yj)M̃j(u, λ).

Repeating the same calculation, starting from θ̃j = M̃jθj one will obtain Θ̃ = M̃Θ, with

M(v) ==













1 0 . . . 0 −1
v
ey1−xN

−ey2−x1 1 . . . 0 0
. . . . . . . . . . . . . . .
0 0 . . . 1 0
0 0 . . . −eyN−xN−1 1













, (2.58)

satisfying
M̃(v)L(v;X, x) = L(v;Y, y)M̃(v). (2.59)

One has M̃ 6= M−1, however formulas (2.56) and (2.59) are compatible because of the
remarkable factorization property of L(v):

L(v;X, x) − λI = M(v)M̃(v), L(v;Y, y)− λI = M̃(v)M(v). (2.60)
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2.3 Quantum case

As usual the quantization assumes substitutionXj = −i∂j . Then starting from the quantum
Lax matrix:

ℓj =

(

u− ∂j −exj

e−xj 0

)

, (2.61)

one observes that it obeys the quadratic relation:

R12(u1 − u2)ℓ
(1)(u1)ℓ

(2)(u2) = ℓ(2)(u2)ℓ
(1)(u1)R12(u1 − u2), (2.62)

where R12(u) = uI + iP12. As at classical level it possesses co-multiplication property and
implies:

R12(u1 − u2)L
(1)(u1)L

(2)(u2) = L(2)(u2)L
(1)(u1)R12(u1 − u2),

as well as the commutativity of transfer-matrices: [t(u1), t(u2)] = 0. The original idea of
Baxter which enabled him to solve the XYZ spin chain was to construct an one-parametric
family of operators Qλ commuting with the integrals of motion (Hamiltonians of the model):

[Qλ, t(u)] = 0, (2.63)

and hence sharing with t(u) the common set of eigenvectors. Moreover, Qλ must satisfy the
Baxter equation:

Qλt(λ) = ∆+(λ)Qλ+i + ∆−(λ)Qλ−i (2.64)

where ∆±(λ) are some scalar functions determined by the parameters of model. Applying
the Baxter equation to a common eigenvector of Qλ and t(λ) one can replace these oper-
ators in by their eigenvalues. The resulting second order finite-difference equation for the
eigenvalues of Qλ considered in an appropriate functional class allows then to determine
the spectrum of t(λ). Baxter succeeded to built a Q-operator for the XY Z spin chain as a
trace of a monodromy matrix:

Qλ = trV LN (λ) . . .L1(λ), (2.65)

constructed with a specially chosen auxiliary space V .
Such properties of Bäcklund transformation as the invariance of Hamiltonians (2.33)

and spectrality (2.44) are the classical counterparts of such properties of Q-operator as
commutativity (2.63) and the Baxter equation (2.64). The first one is obvious. The shift
operators λ → λ ± i are expressed as exp(±i∂λ) = exp(±µ) where µ is the canonical
momentum conjugate to λ. So one can rewrite (2.65) in the form t(λ) = ∆+(λ)e−µ+∆−(λ)eµ

which gives (2.44) in the classical limit (for the Toda lattice ∆± = 1).

2.4 Q-operator for Toda lattice

The Q-operator is represented as the trace of the monodromy matrix (2.65) taking for
the auxiliary space V the space C[s] of polynomials in variable s. The corresponding
representation of the yangian Y [gl2] then is realized as the Lax operator of the quantum
DST model:

M(u, λ) =

(

u− λ− i∂s −s
−i∂s −1

)

. (2.66)
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To prove the commutativity (2.63) it is sufficient to establish the identity:

M(u, λ)ℓ(u)Lλ = Lλℓ(u)M(u, λ) (2.67)

which can be considered as a Yang-Baxter equation (2.62) with the following layout of
spaces: V1 = C2, V2 = C[s], V3 = L2(R

N). One can use this equation to determine Lλ

rewriting it as the system of equations for the kernel Lλ(t, y|s, x) of Lλ:

(

u− λ− it∂t −t
−i∂t −1

) (

u− i∂y −ey
e−y 0

)

Lλ(t, y|s, x) = (2.68)

=

(

u+ i∂x −ex
e−x 0

) (

u− λ+ i+ i∂s −s
i∂s −1

)

Lλ(t, y|s, x).

The solution is unique, up to a scalar factor:

Lλ(t, y|s, x) ∼ δ(s− ey) exp(ite−x − iex−y + iλ(x− y)). (2.69)

The kernel of Qλ then given by:

Qλ(y|x) =

∫

dsN . . .

∫

ds1

N
∏

j=1

Lλ(sj+1, yj|sj , xj). (2.70)

The integration over sj here reduces, due to the delta-function to the substitution sj = eyj

.
Finally, one has:

Qλ(y|x) =

N
∏

j=1

exp(ieyj+1−xj − iexj−yj + iλ(xj − yj)). (2.71)

Qλ(y|x) = exp(−iFλ(y|x)) where Fλ(y|x) is the generating function (2.32) of the classical
BT, that is the semiclassical formula Qλ(y|x) = exp(− i

~
Fλ(y|x)) is exact in this case. It is

an accidental peculiarity of Toda lattice which usually does not hold for other models.
Now one has to prove the Baxter equation (2.64) for Qλ. Note that the kernel (2.71)

factorizes as:

Qλ(y|x) =

N
∏

j=1

wj(λ), wj(λ) = exp(ieyj+1−xj − iexj−yj + iλ(xj − yj)). (2.72)

Applying then t(λ) to Qλ(y|x) one observes that each ℓj(λ;−i∂yj
, yj) acts locally only on

wj(λ) and obtain:

t(λ)Qλ(y|x) = tr(ℓN(λ)wN(λ)) . . . (ℓ1(λ)w1(λ)) = Qλ(y|x) tr ℓ̃N . . . ℓ̃1, (2.73)

where

ℓ̃j = ℓj(λ) lnwj(λ) =

(

eyj−xj−1 + exj−yj −eyj

e−yj 0

)

. (2.74)
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Then one can use the triangular gauge transformation ℓ̂j = N−1
j+1ℓ̃jNj with Nj the same as

in classical case (2.43) with the same matrix and the resulting matrix blj given by the same
matrix ℓ̂j (2.43). Noticing that

wj(λ+ i)

wj(λ)
= eyj−xj−1 ,

wj(λ− i)

wj(λ)
= exj−1−yj , (2.75)

one obtain desirable result:
t(λ)Qλ = Qλ+i +Qλ−i. (2.76)

2.5 KdV hierarchy

The Kortewegde Vries (KdV) equation describes a mathematical model of waves on shallow
water surfaces. It is notable as the prototypical example of an exactly solvable model, that
is, a non-linear partial differential equation, solutions to which can be specified exactly.
The solutions include prototypical examples of solitons. KdV can be solved by means
of the inverse scattering transform. The KdV equation is a nonlinear, dispersive partial
differential equation for a function u of two real variables, space x and time t:

4∂tu− ∂3
xu− 6u∂xu = 0, (2.77)

with ∂x and ∂t denoting partial derivatives with respect to x and t.
Let us consider solutions in which a fixed wave form (given by f(X)) maintains its shape

as it travels to the right at phase speed c. Such a solution is u(x, t) = f(x+ ct−a) = f(X).
Substituting it into the KdV equation gives the ordinary differential equation

−c df
dX

+
d3f

dX3
+ 6f

df

dX
= 0,

or, after integration with respect to X,

−cf +
d2f

dX2
+ 3f 2 = A

where A is a constant of integration. Considering the independent variable X above as a
virtual time variable, this means f satisfies Newton’s equation of motion in a cubic potential.
If the potential function V (X) has local maximum at X = 0, there is a solution in which
f(X) starts at this point at ’virtual time’ −∞, eventually slides down to the local minimum,
then back up the other side, reaching an equal height, then reverses direction, ending up at
the local maximum again at infinite time. In other words, f(X) approaches 0 as X → ±∞.
This is the characteristic shape of the solitary wave solution. The solution is

u(x, t) =
1

2c
ch−2

[√
c

2
(x+ ct− a)

]

The KdV equation has infinitely many integrals, which can be given explicitly as

∫ +∞

−∞
P2n−1(u, ∂xu, ∂

2
xu, . . .)dx,
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where the polynomials Pn are defined recursively by

P1 = u,

Pn = −dPn−1

dx
+

n−2
∑

i=1

Pi Pn−1−i for n ≥ 2.

The first few integrals of motion are: the momentum
∫

udx, the energy
∫

u2dx,
∫

[1
3
u3 −

(∂xu)
2]dx.

The KdV equation
4u̇ = 6uu′ + u′′′,

is rewritten as the Lax equation:

Lt = [L,A] ≡ LA−AL

with a SturmLiouville operator L:
L = ∂2

x + u, (2.78)

A = ∂3
x +

3

2
u∂x +

3

4
u′

and this accounts for the infinite number of first integrals of the KdV equation.
The Kortewegde Vries equation (2.77) is the EulerLagrange equation of motion which

follows from the Lagrangian density L

L =
1

2
∂xψ ∂tψ + (∂xψ)3 − 1

2

(

∂2
xψ

)2
(2.79)

with u = ∂ψ
∂x

= ∂xψ.
The KdV equation give rise an infinite sequence of partial differential equations (KdV

hierarchy) which starts with the Kortewegde Vries equation itself.
Introduce an algebra of Pseudo-Differential Operators (PDO), formal series:

R =
n

∑

i=−∞
Xi∂

i =
n

∑

i=0

Xi∂
i +

∑

i<0

Xi∂
i ≡ R+ +R−, (2.80)

where the inverse derivative is defined via generalized Leibnitz rule:

∂kf =

∞
∑

i=0

(

k
i

)

f (i)∂k−i, (2.81)

here

(

k
i

)

= k(k−1)...(k−i+1)
i!

. If k ≥ 0, this series terminates because

(

k
i

)

= 0 if i > k.

For instance ∂f = f∂ + f ′, ∂2f = f∂2 + 2f ′∂ + f ′′. For k < 0 the series is actually infinite

and one has, for instance, ∂−1f =
∑∞

i=0(−1)if (i)∂−1−i, where

(

−1
i

)

= (−1)i is used.
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Using PDO one can write down an infinite series of operators, commuting with given
differential operator L. Indeed, suppose we are given by operator (2.78), it obviously com-
mutes with operator

L
1
2 = L

1
2
+ + L

1
2
− = ∂x +

u

2
∂−1 − u′

4
∂−2 + o(∂−3).

So one concludes, that for arbitrary integer m, commutator [(L
m
2 )+, L] does not contains

derivatives:
[(L

m
2 )+, L] = [L

m
2 − (L

m
2 )−, L] = −[(L

m
2 )−, L], (2.82)

the operator (L
m
2 )− has order −1, operator L has order 2 and commutator decreases order

by one. So that means every odd positive integer m = 2k + 1 gives rise an equivalent
hamiltonian dynamic according to equation:

∂L

∂τk
= [H2k+1, L] = [L

2k+1
2

+ , L], (2.83)

note that even integers m = 2k correspond to trivial dynamics with zero Hamiltonian (the
commutator (2.82) vanishes). The time t = τ1 corresponds to KdV equation itself and
H3 = A in (2.78).

Exercise Suppose operator L satisfies (2.83) for some operator Hk. Prove that spectrum
of L is independent on τk, i.e. L(τk) = U−1(τk)L0U(τk) .
The set of functionals:

Ik =

∫

L
2k+1

2
+ dx (2.84)

forms the infinite variety integrals of motion.
The similar equation

∂L

∂tk
= [(Lk)+, L], (2.85)

where L is general operator of form L = ∂ + u−1∂
−1 + u−2∂

−2 + . . . describes more general
Kadomcev-Petviashvili hierarchy.

Exercise Show that general operator of form ∂n+a∂n−1 + . . . can be transformed to form
∂n + c∂n−2 + . . ..
One can make reduction to return to soliton-hierarchies imposing additional constraint

Lm ∈ Dk,

(some integer power of L is a differential operator). At m = 2 one comes to KdV hierarchy,
at m = 3 one comes to Boussinesq hierarchy. Operator L has form:

L = ∂2 + u∂ + v,

We compute

L1/3 = ∂ +
1

3
u∂−1 + o(∂−2), H2 = L

2/3
+ = ∂2 +

2

3
u,
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and

[H2, L] = (2v′ − u′′)∂ + v′′ − 2

3
u′′′ − 2

3
uu′.

It is equivalent to set

u̇ = 2v′ − u′′, v̇ = v′′ − 2

3
u′′′ − 2

3
uu′.

One can eliminate v between the two equations and the result is the Boussinesq equation:

ü = −1

3
u′′′ − 4

3
(uu′)′.

3 Separation of Variables, 4 hours

This two lections are devoted to Hamilton-Jacobi Method and Baxter Q-operator in the
problem of Separation of variables.

3.1 Hamilton-Jacobi equation and Separation of variables

The principle of least (stationary) action determines the trajectory of classical system in
configuration space by requirement of the minimal value of action integral:

S =

∫ t2

t1

Ldt. (3.86)

For a wide class of problems, the Lagrangian depends only on the generalized coordinates
and their first time derivatives: L = L(qi, q̇i), so one has for variation of an action:

δS =
∂L

∂q̇
δq|t2t1 +

∫ t2

t1

(

∂L

∂q
− d

dt

∂L

∂q̇

)

δqdt. (3.87)

Assuming the initial and final state of the system fixed δq(t1) = δq(t2) = 0 one deduces the
extremum condition of trajectory, Euler-Lagrange equations or equations of motion of the
system:

ṗi =
d

dt

∂L

∂q̇i
=
∂L

∂qi
. (3.88)

On the trajectories of the actual motion that satisfy the Euler-Lagrange, the integrand
in (3.87) vanishes and one the first term in (3.87) determines dependence the action on
generalized coordinates of final state qi(t2) at fixed initial ones δqi(t1) = 0:

δS =
∑

i

piδq
i, (3.89)

which means that partial derivatives

∂S

∂qi
= pi. (3.90)
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By the very definition of the action, its total time derivative along the trajectory is

dS

dt
= L, (3.91)

from the other hand, from eq. (3.90) one deduces:

dS

dt
=
∂S

∂t
+

∑

i

∂S

∂qi
q̇i =

∂S

∂t
+

∑

i

piq̇
i, (3.92)

or
∂S

∂t
= L−

∑

i

piq̇
i ≡ −H. (3.93)

Formulas (3.90) and (3.93) together can be written as:

dS =
∑

i

pidq
i −Hdt. (3.94)

The Hamilton-Jacobi equation is a first-order, non-linear partial differential equation:

H +
∂S

∂t
= 0, (3.95)

where H = H
(

q1, · · · , qs; ∂S∂q1 , · · · ,
∂S
∂qs

; t
)

is the Hamiltonian of system, S = S(q1, q2 · · · qs, t)
is the classical action, qi are the s generalized coordinates (i = 1, 2 . . . s) which define the
configuration of the system, and t is time.

Hamilton - Jacobi equation is directly related to the classical mechanics, however, it is
well suited for communication between classical and quantum mechanics and can be to get
directly from the Schrödinger equation in the approximation of a rapidly oscillating wave
function (higher frequencies and wave numbers).

In classical mechanics, there is usually a special canonical transformation of the classical
Hamiltonian, which leads to this non-linear differential equation of the first order, the
solution of which describes the behavior of dynamic systems.

Along with the s Euler-Lagrange equations and 2s Hamilton equations, the single
Hamilton-Jacobi equation is also the basis of a general method for integrating the equations
of motion.

The independent variables of the Hamilton - Jacobi are s coordinates and time, so the
total integral of the equation contains s+ 1 arbitrary constants:

S = f(t, q1, . . . , qs;α1, . . . , αs) + A, (3.96)

where αi and A are arbitrary constants and A enter additively because S enters in (3.95)
only through its derivatives.

Let us now consider the canonic transformation of variables (p, q) with generating func-
tion f(t, q, α), depending on coordinates old qi and new momenta αi. New coordinates are
denoted as βi. So, according to (3.94), the variational principles in both systems differ at
most by total differential:

∑

i

pidq
i −Hdt =

∑

i

αidβ
i −H ′dt+ dF, (3.97)
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or
df = d(f −

∑

i

αiβ
i) =

∑

i

pidq
i +

∑

i

βidαi − (H ′ −H)dt, (3.98)

here f is just our generating function, depending on qi and αi, so one has:

pi =
∂f

∂qi
, βi =

∂f

∂αi
, H ′ = H +

∂f

∂t
. (3.99)

However, the generating function (3.96) is a solution of Hamilton-Jacobi equation, so H ′

vanishes identically and in new variables canonical equations takes the form:

α̇i = 0, β̇i = 0, ⇒ αi = const, βi = const, (3.100)

then s equations ∂f
∂αi=βi allow to express coordinates qi as functions of time and 2s constants

α and β.

Separation of variables Let a coordinate (say q1) and the corresponding momentum
∂S
∂q1

enter the equation in the form:

∂S

∂t
+H

(

ϕ1

(

q1,
∂S

∂q1

)

, q2, . . . , qs,
∂S

∂q2
, . . . ,

∂S

∂qs

)

= 0. (3.101)

So one can look for solution of form:

S = S ′(qi, t) + S1(q1, t), (3.102)

so the total integral of Hamilton-Jacobi equation will take the form:

Φ(t, ϕ1(q1,
∂S1

∂q1
), qi,

∂S ′

∂qi
) = 0. (3.103)

Suppose we are given by solution (3.102) then (3.103) is satisfying identically at varying qi.
Because, only function ϕ1(q1,

∂S1

∂q1
) can change upon varying q1, (3.103) implies

ϕ1(q1,
∂S1

∂q1
) = α1 = const, (3.104)

and

Φ(t, α1, qi,
∂S ′

∂qi
) = 0. (3.105)

The first is an ordinary differential equation, from which S1(q1) can be determined, while
the latter corresponds to problem with s− 1 degrees of freedom.

As an example the Hamiltonian with spherical symmetry

H =
1

2m

(

p2
r +

p2
θ

r2
+

p2
ϕ

r2 sin2 θ

)

+ U(r, θ, ϕ), U(r, θ, ϕ) = a(r) +
b(θ)

r2
, (3.106)

can be considered. The variable ϕ is cyclic, so corresponding momentum conserved:

pϕ = const
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and substituting
S = pϕϕ+ S1(r) + S2(θ), (3.107)

in Hamilton-Jacobi equation one obtains:
(

dS2

dθ

)2

+ 2mb(θ) +
p2
ϕ

sin2 θ
= β,

(

dS1

dr

)2

+ 2ma(r) +
β

r2
= E.

Integrating one has:

S = −Et+ pϕϕ+

∫

dθ

√

β − 2mb(θ) −
p2
ϕ

sin2 θ
+

∫

dr

√

2m[E − a(r)] − β

r2
. (3.108)

Taking derivatives with respect to arbitrary constants pϕ, β and E and putting result equal
to new constants one will find the solution of equations of motion.

3.2 Separation of variables in classical SL(3) Heisenberg chain

Let we are given by a completely integrable Hamiltonian system with D degrees of freedom.
According to Liouville-Arnold definition of complete integrability it means that the system
possesses exactly D independent Hamiltonians Hj commuting with respect to the Poisson
bracket:

{Hj, Hk} = 0, j, k = 1, . . . , D. (3.109)

The separation of variables is understood as construction of D pairs of canonical variables
xj , pj (j = 1, . . . , D)

{xj , xk} = {pj, pk} = 0, {pj , xk} = δjk (3.110)

and D functions Φj such that

Φj(xj , pj, H1, H2, . . . , HD) = 0, j = 1, 2, . . . , D (3.111)

where Hj are the Hamiltonians (3.109) in involution.

The SL(N)-symmetric magnetic chain is described in terms of the variables S
(m)
αβ , (α, β =

1, . . . , N ; m = 1, . . . ,M ;
∑N

α=1 S
(m)
αα = 0) which subject to the Poisson brackets

{S(m)
α1β1

, S
(n)
α2β2

} = δmn(S
(m)
α1β2

δα2β1 − S
(m)
α2β1

δα1β2). (3.112)

The center of this algebra is generated by the eigenvalues l
(m)
α of the matrices S(m)

det(u+ S(m)) =
N
∏

α=1

(u+ l(m)
α ),

N
∑

α=1

l(m)
α = 0. (3.113)

The Poisson bracket (3.112) is hence nondegenerate on the manifold (3.113) having dimen-
sion D = MN(N −1)/2 for the case of generic orbit (all eigenvalues of S(m) supposed to be
distinct). We always assume that the orbit is generic. Let Z be an invertible N×N number
matrix having N distinct eigenvalues and let δm (m = 1, . . . ,M) be some fixed numbers. u
is a complex parameter (spectral parameter). Define the product (monodromy matrix)

T (u) = Z(u− δM + S(M)) . . . (u− δ2 + S(2))(u− δ1 + S(1)). (3.114)
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Proposition 1 Matrix elements of T (u) have the Poisson brackets

{Tα1β1(u), Tα2β2(v)} =
1

u− v
(Tα2β1(u)Tα1β2(v) − Tα1β2(u)Tα2β1(v)) (3.115)

The proof follows from the fact that the factors (u−δm+S(m)) have the same Poisson brack-
ets (3.115) which reproduce themselves for the product T (u) (Lie-Poisson group structure).
Due to notation 1T = T ⊗ id, 1T = id ⊗ T one can write this formula in a compact form:

{1T (u), 2T (v)} =
1

u− v
[P, 1T (u) ⊗ 2T (v)], (3.116)

where P is permutation operator on CN ⊗ CN .
The spectral invariants tν(u) of the matrix T (u) are defined as the elementary symmetric

polynomials of its eigenvalues

tν(u) ≡ tr

ν
∧

T (u), ν = 1, . . . , N.

For instance, t1(u) = trT (u), t2(u) = 1
2
(tr2 T (u) − trT 2(u)), . . . tN (u) = detT (u) ≡ d(u).

The central functions l
(m)
α are contained in the determinant d(u) = detT (u).

Proposition 2 The non-leading coefficients at powers of u of the polynomials tν(u), ν =
1, . . . , (N − 1), form a commutative family of MN(N − 1)/2 independent Hamiltonians.

Proof. The polynomial tν(u) has power νM in u and contributes νM Hamiltonians (its
leading coefficient is a number), the total number of Hamiltonians isM(1+2+. . .+(N−1)) =
MN(N − 1)/2. The commutativity of tν(u)

{tµ(u), tν(v)} = 0, ∀u, v
is then a consequence of the fundamental Poisson bracket (3.115).

By virtue of this proposition and since the number of Hamiltonians constructed D =
MN(N − 1)/2 equals exactly half dimension of the phase space the system is completely
integrable.

Conjecture 1 There exist functions A and B on GL(N) such that: A(T ) is an algebraic
function and B(T ), respectively, is a polynomial of degree D = MN(N −1)/2 of the matrix
elements Tαβ and the variables xj , Pj (j = 1, . . . , D) defined from the equations

B(T (xj)) = 0, Pj = A(T (xj)) (3.117)

have the Poisson brackets

{xj , xk} = {Pj, Pk} = 0, {Pj, xk} = Pjδjk (3.118)

and are bound to the Hamiltonians tν(u) by the relations

det(Pj − T (xj)) = 0 (3.119)

This relation means that Pj is an eigenvalue of the matrix T (u) when u = xj . Putting
Pj = exp pj one sees that (3.119) fits the form (3.110) since the spectral invariants of T (u)
contain only the integrals of motion.

We are going to prove this Conjecture for the cases N = 2 and N = 3.
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SL(2) case

The construction of the separation variables for N = 2 is to fix notation and to prepare
the discussion of more difficult N = 3 case. The system under consideration has M degrees
of freedom. The spectral invariants of T (u) are now: t(u) = t1(u) = trT (u), d(u) = t2(u) =
det T (u) the trace t(u) containing M integrals of motion. Let us define:

A(T ) = T11, B(T ) = T12 (3.120)

and xj , Pj then are given by the formulas (3.117). The polynomial B(u) = B(T (u))
has M zeroes because its leading coefficient Z12 has to be nonzero. It can always be gain
by a similarity transform QT (u)Q−1 which affects neither basic Poisson brackets (3.115),
nor Hamiltonians t(u), since the matrix Z has nondegenerate spectrum. The matrix T (u)
becomes triangular at u = xj , so the quantity Pj is an eigenvalue of T (xj) and satisfies the
secular equation (3.119) which in the two-dimensional case has the form

P 2
j − t(xj)Pj + d(xj) = 0, j = 1, . . . ,M. (3.121)

This equation defines a hyperelliptic algebraic curve relating Pj and xj . The proof Con-

jecture 1 consists of calculation the Poisson brackets of P s and xs.

Theorem 1

The Poisson brackets for Pj and xj are given by (3.118).

Proof.

Let A(u) = A(T (u)) and B(u) = B(T (u)). Choosing particular values of indices in
(3.115) one obtains the identities

{A(u), A(v)} = 0 (3.122)

{B(u), B(v)} = 0 (3.123)

{A(u), B(v)} =
A(u)B(v) −B(u)A(v)

u− v
. (3.124)

The commutativity of B’s leads to the commutativity of xj (zeroes of B(u)). The Poisson
brackets containing Pj can be calculated using implicit definition of xj . It follows from
B(xj) = 0 that

0 = {F,B(xj)} = {F,B(u)}u=xj
+B′(xj){F, xj}

or
{F, xj} = −{F,B(u)}u=xj

/B′(xj)

for any function F . Similarly

{Pj, F} = {A(xj), F} = {A(u), F}u=xj
+ A′(xj){xj, F}

Now it is seen that {Pj, xk} = Pjδjk:

{Pj, xk} = {A(u), xk}u=xj
+ A′(xj){xj , xk} =
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= −{A(u), B(v)}u=xj v=xk

B′(xk)
=

1

xj − xk

B(xj)A(xk) −A(xj)B(xk)

B′(xk)
,

the second term in first row is already shown to vanish (3.123). The last expression vanishes
for xj 6= xk due to B(xj) = B(xk) = 0 and is evaluated via L’Hopital rule for xj = xk. The
commutativity of P ’s can be shown similarly starting from (3.122).

SL(3) case

The polynomial T (u) at N = 3 takes values in 3× 3 matrices. The number of degrees of
freedom is D = 3M . There are three spectral invariants of T (u):

t1(u) = trT (u) = λ1 + λ2 + λ3

t2(u) =
1

2
(tr2 T (u) − trT 2(u)) = λ1λ2 + λ1λ3 + λ2λ3

d(u) = det T (u) = λ1λ2λ3.

They are the coefficients of the characteristic polynomial for T (u)

det(λ− T (u)) = λ3 − t1(u)λ
2 + t2(u)λ− d(u).

This secular equation defines a nonhyperelliptic algebraic curve. Introduce the matrix U(T )
for any T ∈ GL(3):

U(T ) = T ∧ T = (T−1)t detT =

=





T22T33 − T23T32 T23T31 − T21T33 T21T32 − T22T31

T13T32 − T12T33 T11T33 − T13T31 T12T31 − T11T32

T12T23 − T13T22 T13T21 − T11T23 T11T22 − T12T21



 .

The matrix elements Uαβ are algebraic adjuncts of Tαβ .
Let U(u) = U(T (u)). The Poisson brackets for T and U are calculated easily from

(3.115):

{1T (u), 2U(v)} = − 1

u− v
[P t2 , 1T (u)2U(v)] (3.125)

or

{Tα1β1(u), Uα2β2(v)} =
1

u− v

3
∑

γ=1

(−δα1α2Tγβ1(u)Uγβ2(v) + Tα1γ(u)Uα2γ(v)δβ1β2)

and

{1U(u), 2U(v)} =
1

u− v
[P, 1U(u)2U(v)] (3.126)

or

{Uα1β1(u), Uα2β2(v)} =
1

u− v
(Uα2β1(u)Uα1β2(v) − Uα1β2(u)Uα2β1(v))

(the superscript t2 in (3.125) denotes the transposition with respect to the second space
in C3 × C3). The experience of the Inverse Spectral Transform Method and SL(2) case
suggests that in SL(3) case the separated coordinates xj, j = 1, . . . , 3M should be defined
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as zeroes of some polynomial B(u) of degree 3M and the corresponding momenta pj should
be bound to xj by the secular equation:

P 3
j − t1(xj)P

2
j + t2(xj)Pj − d(xj) = 0, Pj = exp pj

It means that Pj is an eigenvalue of the matrix T (xj). So there exist such a similarity
transformation:

T (xj) → T̃ (xj) = KjT (xj)K
−1
j ,

for each j that the matrix T̃ (xj) is block-triangular

T̃12(xj) = T̃13(xj) = 0 (3.127)

and Pj is the eigenvalue of T (xj) splitted from the upper block

Pj = T̃11(xj) (3.128)

The problem is now reduced to determining the polynomial B(u) and the matrices Kj. Take
the simplest possible triangular, one-parametric matrix K(k)

K(k) =





1 k 0
0 1 0
0 0 1





The matrix
T̃ (u, k) ≡ K(k)T (u)K−1(k)

depends on two parameters: u and k. Considering the condition (3.127) as the set of two
algebraic equations

T̃12(x, k) = T12(x)+kT22(x)−kT11(x)−k2T21(x) = 0 T̃13(x, k) = T13(x)+kT23(x) = 0

for two variables x and k and eliminating k one obtains the polynomial equation for x

T23(T12T23 − T13T22) − T13(T13T21 − T11T23) = 0

or
T23(x)U31(x) − T13(x)U32(x) = 0 (3.129)

The matrix Z is assumed to have simple spectrum, so the leading coefficient B(Z) of the
polynomial B(T (u)) can always be made nonzero by a similarity transformation QT (u)Q−1,
the equation (3.129) being thus of degree 3M . From T̃13 = 0 one has k = −T13(x)/T23(x).
Substituting it into the definition (3.128) of P one obtains

P = T11(x) + kT21(x) = −U32(x)T23(x) (3.130)

In this way one obtains 3M pairs of variables xj , Pj . To prove the Conjecture 1 one has
to show that they have good Poisson brackets.

Theorem 2

The Poisson brackets between xj and Pk are given by (3.118).
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Proof.

Setting

A(T ) ≡ −U32(T )

T23
B(T ) = T23U31(T ) − T13U32(T ) (3.131)

and denoting A(u) = A(T (u)), B(u) = B(T (u)) one can easily calculate the following
Poisson brackets using (3.115), (3.125), (3.126):

{A(u), A(v)} = {B(u), B(v)} = 0 (3.132)

{A(u), B(v)} =
1

u− v

(

A(u)B(v) − B(u)A(v)
T 2

23(v)

T 2
23(u)

)

(3.133)

from which Poisson brackets for xj and Pj are derived immediately in the same manner as
in the SL(2) case.

4 Theory of instanton. 8 hours

As the nonperturbative effect in QFT or QM is understood an effect which can not be seen
in perturbation theory.

4.1 Nonperturbative effects

The one type of this is due to instantons, i.e. to nontrivial solutions to the classical equations
of motion. If g is the coupling constant, these effects behave as

f(g) = e−A/g. (4.134)

This quantity is small at small g’s, but on the other hand it is completely invisible in
perturbation theory, since it displays an essential singularity at g = 0. (The formal Taylor
series expansion around the zero vanishes).

f(g) =

∞
∑

n=0

gn

n!
f (n)(0) = 0.

These (instanton) effects are responsible of one of the most important quantum-mechanical
effect: tunneling through a potential barrier. This effect qualitatively changes the quantum
structure of vacuum. In a potential with a perturbative ground state degeneracy (say
V (x) = (x2 − a2)2) tunneling effects lift the degeneracy. There a single ground state, and
the difference of energies of the ground state and the first excited state is an instanton effect
of the form (4.134),

E1(g) − E0(g) ∼ e−A/g

In a potential with a metastable vacuum (say V (x) = −x3 +ax2 + bx) the perturbative vac-
uum obtained by small quantum fluctuations around this metastable vacuum will eventually
decay. It means that the ground state energy has a small imaginary part,

E0(g) = ReE0(g) + iImE0(g), ImE0(g) ∼ e−A/g.
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which dependence on g is typical instanton effect. Some of these effects appear in quantum
field theories, they are an important source of information about the dynamics of these
theories. However, there are many important phenomena in QFT, related to strong cou-
pling, like confinement and chiral symmetry breaking in QCD, which can not be explained
in terms of instantons.

Another type of nonperturbative method in QFT is based on resumming an infinite
subset of diagrams in perturbation theory. It is nonperturbative because, typically, the
effects that one discovers in this way cannot be seen at any finite order of perturbation
theory. As an illustration one can consider the following series:

f0(g) = g − g log g +
g

2
(log g)2 − g

6
(log g)3 + . . . (4.135)

So order by order in perturbation theory, one has the property

lim
g→0

f0(g) = 0.

QM as a one-dimensional field theory

Recall that the ground state energy of a quantum mechanical system in a potential W (q)
can be extracted from the small temperature behavior of the thermal partition function,

Z(β) = tr e−βH(β), (4.136)

as

E = − lim
β→∞

1

β
logZ(β). (4.137)

In terms of the path integral

Z(β) =

∫

D[q(t)]e−S(q), (4.138)

where S(q) is the action of the Euclidean theory,

S(q) =

∫ β
2

−β
2

dt[
1

2
(q̇(t))2 +W (q(t))], (4.139)

and the path integral is over periodic trajectories q(−β/2) = q(β/2). Note that the Eu-
clidean action can be regarded as an action in Lagrangian mechanics,

S(q) =

∫
β
2

−β
2

dt[
1

2
(q̇(t))2 − V (q(t))], (4.140)

where the potential is V (q) = −W (q).

4.2 Nonperturbative aspects of gauge theories

The generators of the Lie algebra T a are chosen to be antiHermitian, and satisfy the
commutation relations

[T a, T b] = fabcT c.
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(For SU(2), for example, one takes T a = − i
2
σa and the structure constants are fabc = εabc.)

The Cartan inner product is defined by

(T a, T b) = δab, (T a, T b) = −2 tr(T aT b).

The Euclidean action for pure YangMills has form

SE =
1

4g2

∫

d4x(Fµν , F
µν). (4.141)

The Lagrangian of QCD is written as

L =
1

g2
[
1

4
(Fµν , F

µν) +

Nf
∑

f=1

φ̄f(iDµγ
mu−mf )φf ], (4.142)

where the covariant derivative is: Dµ = ∂µ + iAµ. It is more convenient to use rescaled
fields, in such a way that the coupling constant appears only in the vertices of the theory:
Aµ = gAµ, φ = gφ. The Yang-Mills type theories are renormalizable at the quantum level
(g is dimensionless), and they exhibit a running coupling constant and asymptotic freedom.
Denoting

αs(µ) =
g2(µ)

4π

the renormalized coupling constant in the MS scheme, at the subtraction point µ one obtains
the β-function in form:

β(αs) = µ2∂αs
∂µ2

= β0α
2
s + β1α

3
s + . . . .

The one-loop coefficient of β-function

β0 = β0g + β0f = − 1

4π
(
11Nc

3
− 2Nf

3
)

is scheme-independent, where Nc is the number of colors and Nf the number of massless
quark flavours. β0g and β0f denote respectively the gluon and fermion contribution to the
one-loop β-function. If the number of flavours is smaller than the number of colors, the first
coefficient of the beta function is negative and the theory is asymptotically free. Then the
quantity

Λ2 = µ2e
1

β0αs(µ)

is in fact independent of µ, at leading order, and therefore defines a RG-invariant scale
or the so-called dynamically generated scale of QCD. The phenomenon that a theory with
a dimensionless coupling constant g generates a dimensionful scale is called dimensional
transmutation.
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4.3 Topological charge and θ vacua

The YangMills theory, besides the standard YM action contains another term that can be
added to the action. This term is called the topological charge and it is given by

Q =

∫

d4xq(x), q(x) =
1

32π2
(F, F ) =

1

64π2
ǫµνλρF

µνF λρ, (4.143)

This term is compatible with the gauge invariance and renormalizability, so it is natural to
add it to the action and to take as the Euclidean YM Lagrangian

L =
1

4g2
(F µν , Fµν) − iθq(x), (4.144)

where θ is a new parameter in the QCD action. As we will see below that (12.227) is
quantized for any classical, continuous field configuration with a finite action. The different
observables of QCD should be sensitive to the changes of θ parameter. One such observable
is the ground state energy density E(θ), computed at large, finite volume V as

exp(−V E(θ)) =

∫

[DA]e−
∫

d4xLθ . (4.145)

This function E(θ) has two properties: the path integral with the insertion of eiθQ, θ 6= 0
should be smaller than the path integral without the insertion, at θ = 0, because when
θ 6= 0 one integrates an oscillating function with a positive measure. One concludes that
E(0) ≤ E(θ), θ 6== 0 and the ground state energy has an absolute minimum at θ = 0. As
we will see, smooth field configurations with a finite action have quantized values of Q. So
we expect E(θ) to be periodic, with period 2π:

E(θ + 2π) = E(θ).

Note that, in the limit of infinite volume, smooth configurations of finite action give just
a zero-measure set in the path integral, and we could think that the value of E(θ) is
dominated by field configurations with non-integer Q. The function E(θ) can be expanded
around θ = 0:

E(θ) − E(0) =
1

2
χVt θ

2s(θ), s(θ) = 1 +
∞

∑

n=1

b2nθ
2n.

As q(x) is odd under parity reversal, only even powers of q(x) have nonzero vacuum expecta-
tion values (because the vacuum is symmetric under parity transformation), and only even
powers of θ appear in the expansion of E(θ). The coefficient χVt is an important quantity,
which measures the leading dependence of E(θ) on the θ angle around θ = 0. It is called
the topological susceptibility and it has the form:

χVt =

(

d2E

dθ2

)

θ=0

=
〈Q〉
V

=

∫

V

d4x〈q(x)q(0)〉. (4.146)

The last equality follows from the relation:

〈Q〉 =

∫

V

d4x

∫

V

d4〈0|q(x)q(y)|0〉 =

∫

V

d4x

∫

V

d4〈0|q(x− y)q(0)|0〉 = V χVt ,
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where translation invariance of the vacuum has been used. Since θ = 0 is a minimum
of E(θ), one has χVt ≥ 0. The infinite-volume limit of the quantity χVt will be denoted
by χt = limV→∞ χVt . Although observables in YM theory should be sensitive to the θ
parameter, this dependence is very subtle, because (12.227) is a total divergence,

q(x) = ∂µK
µ, Kµ =

1

16π2
ǫµνλρ(Aν , ∂λAρ +

2

3
AλAρ). (4.147)

The threeform here is the so-called ChernSimons term. It means, that

q(p) =

∫

d4xe−ipxq(x),

vanishes at zero momentum, since it is of the form pµKµ(p). The topological susceptibility
is given by

χt = lim
k→0

U(k),

where U(k) =
∫

d4xeikx〈q(x)q(0)〉. We can write

U(k) =

∫

d4p′

(2π)4
〈q(−k)q(p′)〉

As q(0) = 0, this quantity vanishes order by order in perturbation theory. But this does
not mean that it vanishes tout court. It is possible that after adding an infinite number of
diagrams (or a subset of them), and then taking the limit k → 0, one will obtain a nonzero
result. For example, after adding up an infinite number of diagrams (the so-called planar
diagrams) in the 1/N expansion, one finds a nonzero value for the topological susceptibility.

Using Stokes theorem, one obtains for the topological charge

Q =

∫

dΣµK
µ. (4.148)

Let us choose as surface of integration two spatial planes at t = ±∞, so that

Q =

∫

d3~xK0(t→ ∞, ~x) −
∫

d3~xK0(t→ −∞, ~x) ≡ K+ −K−. (4.149)

These operators are Hermitian, and related each to other by time reversal, so their spectra
should coincide. Denoting their eigenstates |n±〉: K±|n±〉 = n|n±〉 one can expand the
physical vacuum as

|θ〉 =
∑

n

cn(θ)|n+〉 =
∑

n

cn(θ)|n−〉. (4.150)

This follows from time reversal invariance of the vacuum: the time reversal operator leave
the vacuum is unchanged, it maps the first sum to the second one and vise versa. Note that
|θ〉 is just the vacuum for the YangMills field theory which includes a theta term. There is
following identity,

i
∂

∂θ
〈θ|O|θ〉 = i

∂

∂θ
〈0|Oe−

∫

d4xL(θ)|0〉 =

∫

d4x〈0|q(x)Oe−
∫

d4xL(θ)|0〉 =

∫

d4x〈θ|q(x)O|θ〉 (4.151)
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so the operator i∂θ is equivalent to the insertion of Q. Due to (4.149) one finds

i
∂

∂θ
〈θ|O|θ〉 = 〈θ|K+O|〉 − 〈θ|K−O|〉.

Here a time-ordering prescription that K+ should be inserted to the left and K− to the
right is used. If one plugs in the expansion (4.150):

i
∂

∂θ

∑

n,k

c∗n(θ)ck(θ) =
∑

n,k

(n− k)c∗n(θ)ck(θ),

which leads to cn = Ceinθ, where C is an overall constant. In terms of the eigenstates of
K±, one finds that |θ〉 =

∑

n e
inθ|n〉 after setting the overall constant C to 1 for simplicity.

So far we do not have information about the structure of the spectrum of K±, because all
of the n are identical, so that the structure above collapses to something trivial. However,
the existence of YM instantons implies that all n ∈ Z exist.

4.4 Instantons in YangMills theory

By their definition, instantons in YangMills theory are field configurations which solve the
equations of motion and have finite action. These configurations are important in a semi-
classical analysis, since they might serve a starting point for a perturbation expansion. The
finite action condition gives constraints on the large distance behavior of the fields. In order
to see how they must behave as r → ∞, one can note that schematically the Euclidean
action can be written as

SE ∼
∫

drr3F 2

In order this to be finite, the integrand has to go at least like 1/r2. For example, one could
has F ∼ 1

r3
as r → ∞. This leads to the following behavior:

A(r) ∼ 1

r2
, r → ∞.

However, A is well defined only up to a gauge transformation, so one can has the more
general behavior

Aµ → g∂µg
−1 + O(r−2), r → ∞. (4.152)

This means that the gauge potential becomes pure gauge at infinity. In order to the limiting
behavior to be well-defined as r → ∞, one can define the function g on the boundary at
infinity S3 ⊂ R4. This is achieved, for instance, if g depends only on the angular variables
of R4. Hence, any solution like the above defines a map from S3 to the gauge group,
i.e. g: S3 → G. Under gauge transformation, g is changed. What is a gauge-invariant
concept is the homotopy type of mappings from S3 to G? As in the theory of solitons,
these homotopy classes are characterized by π3(G). A toy example is given by instantons in
Euclidean twodimensional space with U(1) gauge group. The role of homotopy group here
plays π1(S

1) = Z. Homotopy classes are characterized by an integer n. A map is defined
by the covering g(n)(θ) = einθ.
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Let us consider G = SU(2). Arbitrary element of SU(2) can be written as

g = a + i~b · ~σ, a2 +~b2 = 1,

so SU(2) is homeomorphic to S3. Consider maps of the form

g : S
3 → S

3. (4.153)

Corresponding homotopy group is π3(S
3) = Z, due to Hurewicz theorem, which holds in

this case thanks to the fact that π3(S
3) = 0. The theorem relates homotopy groups to

homology groups, which are typically much easier to calculate. In this case it says that
π3(S

3) = H2(S
3), π3(S

3) = H3(S
3) = Z. It follows from (4.153) that the homotopy classes

related to the gauge group SU(2) are labeled by an integer number n, so called winding
number. An explicit expression for a map g : S3 → SU(2) with winding number n has
form

g(n)(x) =

(

x4 + i~x · ~σ
r

)n

. (4.154)

At n = 0, this map is trivial, while for n = 1 it is the identity. Note that this map can be
expressed in terms of angular variables.

So, at least for SU(2), every field configuration of finite action is characterized by its
winding number n. It can be seen that the winding number of a gauge field is the value of
the topological charge (12.227). Starting from the expression (4.147) and integrating over
the boundary at infinity, which is a three-sphere S3, one obtains for a gauge field satisfying
(4.152), that the field strength Fµν vanishes at infinity. Hence, on S3 one has

εµνλρ∂
λAρ = −εµνλρAλAρ,

and

Q = − 1

48π2

∫

dΣµεµνλρ(A
ν , AλAρ). (4.155)

By using the boundary behavior of the gauge potentials, one can also rewrite this quantity
as

Q = − 1

48π2

∫

dθ1dθ2dθ3ε
ijk(g−1∂igg

−1∂jgg
−1∂kg).

This quantity is a homotopy invariant and expresses the winding number associated to
the homotopy class of g.

Exercise

The integral expression (4.155) can be used to verify that g(1), as given in (4.154), indeed
has n = 1. The inverse map is given by

g−1 =
x4 − i~x · ~σ

r
.

Then one finds,

Q = − 1

24π2

∫

(−12xµ
|x|4 )dΣµ =

1

2π2

∫

(
xµ
|x|4 )xµ|x|2dΩ3 =

1

2π2

∫

dΩ3 = 1.
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We have seen that, if there are field configurations of finite action, they will be classified by
an integer winding number. Now we have to construct explicitly configurations with finite
action which solve the equations of motion, and lead to different vacua of the YangMills
theory. In each of the topological sectors, there is a configuration which minimizes the
action, and therefore solves the equation of motion. So we will see that there is an infinite
set of classical vacua enumerated by an integer n. Starting from the identity

∫

d4x(F ± F̃ )2 ≥ 0.

one finds
1

4g2

∫

d4x(F, F ) ≥ ∓ 1

4g2

∫

d4x(F, F̃ ),

or

S ± 8π2n

g2
≥ 0 ⇒ S ≥ 8π2|n|

g2
.

To saturate the inequality, we notice that S is always positive. Therefore if n > 0 is positive
one has F = F̃ ,

S =
8π2n

g2
,

i.e. the gauge field is self-dual (SD) and we have a gauge theory instanton. If n < 0 is
negative one has F = −F̃ ,

S = −8π2n

g2
,

and the corresponding gauge field is anti-self-dual (ASD), which describes a gauge theory
anti-instanton. At these conditions the corresponding gauge field minimizes the action
(solves the EOM) for a fixed topological class given by n. Unlike the standard equations
of motion of Yang-Mills theory, these are first order equations. As we will see, this can
be related to Bogomol’nyi-Prasad-Sommerfield conditions in supersymmetry. The explicit
asymptotic expression can be down for the instanton configuration with gauge group SU(2)
and n = 1 (the one-instanton solution). To do this, one sets Aµ = −(∂µg)g

−1, where g = g(1),
and g(n) is the the map (4.154). As ∂4g = −x4

r2
g+ 1

r
, ∂ig = −xi

r2
g+ iσi

r
, i = 1, 2, 3. Then one

finds A4 = i~x·~σ
r2

, Ai = − i
r2

(x4σi + ǫijkxjσk), where the relation σi(~x · ~σ = xi + iǫijkxjσk was
used. One can write Aµ = − i

2
σaA

a
µ and introduce the ’t Hooft matrices ηaµν by ηaij = ǫaij ,

ηai4 = δai, η
a
4i = −δai, with i, j = 1, 2, 3 to rewrite Aaµ = 2ηaµν

xν

r2
. This asymptotic form

suggests the ansatz for the exact form Aaµ = 2ηaµ
xν

r2
f(r2) where f(r2) → 1 at r → ∞. The

regularity at the origin requires: f(r2) ∼ r2 at r → 0. So one computes

S ∼
∫ ∞

0

dr[
r

2
(f ′)2 +

2

r
f 2(1 − f)2].

The second order equation of motion for f has form − d
dr

(r df
dr

) + 4
r
f(1 − f)(1 − 2f) = 0. It

has three constant solutions: f = 0 is the trivial gauge connection, f = 1 is a pure gauge
transformation with winding number 1, and f = 1/2 called half gauge transformation or
meron. Also we have a space-dependent solution

f(r) =
r2

r2 + ρ2
. (4.156)
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It corresponds the one-instanton solution of SU(2) Yang-Mills theory. The resulting config-
uration interpolates between the trivial vacuum f = 0 at the origin and the homotopically
non-trivial gauge transformation with n = 1as r → ∞, and at large r it is indeed of the
form. Here ρ is an integration constant which can be treated as the size of the instanton.
In this case, the relevant symmetry is the scale invariance of the classical YangMills ac-
tion. However, here we have already fixed some integration constants: the above solution
is centered at the origin, but one can also write a more general solution

Aaµ = 2ηaµν
(x− x0)

ν

(x− x0)2 + ρ2
,

where x0 is the position of the center of the instanton. Due to translation invariance, this
gives four extra collective coordinates. One obtains this expression by solving the original
equation of motion of the YangMills action, which are second order, but one can solve
instead the first order equation F = F̃ . Substituting this ansatz we find the following first
order equation for f ,

f(1 − f) − r2 df

dr2
= 0,

which leads to the constant solutions f = 0, 1 and to the one-instanton solution (4.156).
Note that the meron solution f = 1/2 does not solve the first order equation, but it leads
to an infinite action.

4.5 Instantons in supersymmetric quantum mechanics

Now we pass to a very interesting variant of the quantum mechanical models that we have
been looking at: supersymmetric quantum mechanics. On top of the usual bosonic operators
q̂, p̂, the model includes Grassmann variables ψ̂1,2 which obey anticommutation relations,

{ψ̂α, ψ̂β} = δαβ .

It is more convenient to consider the creation and annihilation operators ψ̂± = 1√
2
(ψ̂1± ψ̂2),

which satisfy {ψ̂+, ψ̂−} = 1, ψ̂2
± = 0. This algebra has matrix form

ψ̂+ =

(

0 1
0 0

)

, ψ̂− =

(

0 0
1 0

)

,

Wave-functions correspond to vector-valued objects,

Ψ(x) =

(

φ1(x)
φ2(x)

)

.

Operators have following representation:

ψ̂1 =
1√
2

(

0 1
1 0

)

, ψ̂2 =
1√
2

(

0 −i
i 0

)

,

and [ψ̂1, ψ̂2] = i
2
σ3. The Hamiltonian of the system is

Ĥ =
1

2
p̂2 + V (q̂) − i

2
Y (q̂)[ψ̂1, ψ̂2]. (4.157)
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On the space of wavefunctions it takes the form

Ĥ = −1

2

∂2

∂q2
+ V (q) +

1

2
Y (q)σ3.

σ3 commutes with the Hamiltonian, so we can diagonalize it simultaneously. One can study

the spectrum by considering wavefunctions of the form

(

φ1(x)
0

)

,

(

0
φ2(x)

)

.

This quantum-mechanical system is supersymmetric if the functions V (q) and Y (q) in
Ĥ satisfy to conditions: V (q) = 1

2
W 2(q), Y (q) = W ′(q). W (q) is called the superpotential.

One can see it in two equivalent ways: in the Hamiltonian picture, one just notes that there
are two conserved fermionic charges:

Q̂+ = (p− iW )ψ̂+, Q̂− = (p+ iW )ψ̂−,

which satisfy H = 1
2
{Q̂+, Q̂−}. In matrix notation, they have the form

Q̂+ =
1√
2

(

0 −i(∂q +W (q))
0 0

)

, Q̂− =
1√
2

(

0 0
−i(∂q −W (q)) 0

)

.

From the other hand in the Lagrangian picture, one just have to show the existence of two
fermionic symmetries in the Lagrangian. This is possible to do by using standard superspace
techniques. The Lagrangian in components

L =
1

2
q̇2 +

i

2
(ψ−ψ̇+ − ψ̇−ψ+) +

1

2
D2 +Df ′(q) + [ψ−, ψ+]2f ′′(q)

is invariant under

iδq = ǫ−ψ −−ǫ+ψ+, δψ± = ∓iǫ∓D + ǫ∓q̇, δD = ǫ−ψ̇ − +ǫ+ψ̇ + .

Here D is an auxiliary field one can integrate it out to obtain D = −f ′(q). Upon setting
f ′(q) = W (q) one recovers the Lagrangian above. Theory with Hamiltonian

H =
1

2
p2 +

1

2
W 2(q) +

1

2
W ′(q)σ3,

the fermionic sectors with σ3 eigenvalues ±1 have two different potentials, V±(q) = 1
2
W 2(q)±

1
2
W ′(q).

5 Yang-Baxter Equation, 4 hours

The best illustration of different spectral dependence of the model is the Heisenberg chain.
It describes the interaction between nearest-neighbor spins. The Hamiltonian of isotropic
chain of spins one-half has form:

H(r) =
N

∑

n=1

(σxnσ
x
n+1 + σynσ

y
n+1 + σznσ

z
n+1) (5.158)
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here ~σn are Pauli matrices, subjected for closed chains by periodicity condition n+N = n.
It corresponds to the Heisenberg model with the R-matrix linearly depending on spectral
parameter:

RXXX(u) = uI ⊗ I + η~σ ⊗ ~σ =









a(u) 0 0 0
0 b(u) c(u) 0
0 c(u) b(u) 0
0 0 0 a(u)









, (5.159)

here a(u) = u + η, b(u) = u, c(u) = η and parameter η is a characteristic of a chain and
can be reabsorbed into rescaling of spectral parameter u.

The rational (polynomial) dependence appears for R-matrices, describing higher spins.
It is so called XXX Heisenberg chain. The Yang-Baxter equation (1.9), the underlying
integrability of model then is equivalent to the algebra su(2) of Pauli matrices

[σi/2, σj/2] = εijkσk/2.

5.1 Quantum deformation

Spin chain, placed in a uniform magnetic field corresponds to an integrable generalization
of the model considered having cylindrical symmetry and describing by Hamiltonian:

H(t) =

N
∑

n=1

(σxnσ
x
n+1 + σynσ

y
n+1 + ∆σznσ

z
n+1), (5.160)

here the last term obviously destroys rotational symmetry of the model from SO(3) to
SO(2) at ∆ 6= 1. The interaction with uniform magnetic field can be included here by term

N
∑

n=1

hnσ
z
n,

however it does not affect the spectral dependence of the R-matrix, which we are interested
in. The corresponding R-matrix RXXZ(u) of XXZ Heisenberg chain has the same form
(5.159) with

a(u)[u+ 1]q, b(u) = [u]q, c(u) = [η]q, (5.161)

here [x]q ≡ (qx − q−x)/(q − q−1) is q-number. Here q = eiγ is an arbitrary complex number
and anisotropy parameter ∆ = cos γ is related to q as follows:

2∆ = [2]q.

It is not hard to see that [x]q → x at q → 1. One can see that the integrals of motion
demonstrate the trigonometric dependence on the spectral parameter.

The most general interaction between nearest-neighbor spins one-half is described by
XYZ Heisenberg model:

H(e) =
N

∑

n=1

(σxnσ
x
n+1 + ∆σynσ

y
n+1 + Γσznσ

z
n+1). (5.162)
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This Hamiltonian does not have rotational symmetry and depends on two additional pa-
rameters Γ and ∆. The corresponding R-matrix of XYZ Heisenberg model provides the
solution to YBE (1.9) with elliptic dependence on spectral parameter

RXY Z(u) =









a(u) 0 0 d(u)
0 b(u) c(u) 0
0 c(u) b(u) 0

d(u) 0 0 a(u)









, (5.163)

here

a(u) = sn(u+ η), b(u) = sn(u), c(u) = sn(η), d(u) = ksn(u+ η)sn(u)sn(η),

where sn(x) is elliptic sinus of x and k is modulus of elliptic function.

5.2 Types of YBE solutions

The general statement about solutions of classical YBE (which can be obtained as a quasi-
classical limit of (1.9):

[r13(u), r23(v)] + [r12(u− v), r13(u) + r23(v)] = 0, (5.164)

is following: Let {Xa} be a basis of the Lie algebra g, which is defined by the commutation
relations

[Xa, Xb] = Cab
c X

c,

and let gab be the inverse of the CartanKilling metric related to this basis. Drinfeld proved
that under suitable non-degeneracy conditions on r(u) the only solutions to cYBE (5.164)
are given by:

• rational solution: r(u) = gab
Xa⊗X(b)

u
,

• trigonometric solution: r(u) =
∑∞

n=−∞(An ⊗ I)gab
Xa⊗X(b)
u−nω ,

• elliptic solution: r(u) =
∑∞

n,m=−∞(AnBm ⊗ I)gab
Xa⊗X(b)

u−nω1−mω2
, [A,B] = 0.

Here A and B denote two finite order commuting automorphisms of g not having a common
fixed vector. It follows that the elliptic solution can be defined only in the case g = sℓ(n),
because sℓ(n) is the only simple Lie algebra possessing such two automorphisms.

5.3 Open chain

The periodicity condition imposed for closed chains, provides quantization allowed excita-
tions of the chain from the condition that the length of the chain must fit an integer number
of wavelengths. In this case, the higher integrals of motion correspond to the harmonics of
the main excitation.

In the case of an open chain should be imposed boundary conditions that ensure the
emergence of a standing wave excitations due to reflection at the edge sites of the chain.
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The analysis of the integrable systems is modified upon imposing boundary conditions
different from the periodic ones. This case is related to the factorizable scattering of par-
ticles with internal degrees of freedom on a half-line. The algebraic description involves
additionally a boundary operator B into the ZF-algebra:

Za(λ)B = Kab(λ)Zb(−λ)B (5.165)

Then the two particles factorizability gives rise the reflection equation (compare (1.1):

S12(λ− µ)K1(λ)S21(λ+ µ)K2(µ) = K2(µ)S12(λ+ µ)K1(λ)S21(λ− µ) (5.166)

in addition to the Yang-Baxter equation (1.2). The reflection matrix has the same properties
as the R-matrix, regularity: K(0) = I; unitarity: K(λ)K(−λ) = I, T-symmetry: Kt(λ) =
K(λ); the crossing symmetry is more elaborated and it involves the S-matrix as well.

Then the boundary operator B can be constructed by

B = exp(

∫

φ(λ)dλ) (5.167)

from the combination,
φ(λ) = Za(−λ)Kab(λ)Zb(−λ), (5.168)

which is a ”local” field φ(λ): [φ(λ);φ(µ)] = 0. Due to the SL(2)-symmetry of the S-matrix,
the corresponding K-matrix can be transformed K → K ′ = GKG−1 with arbitrary G and
the general solution of the reflection equation (5.166) for the rational case, which we are
interested in, is

K(λ) = ξI + λE, E2 = I. (5.169)

The reflection equation has an important covariance property: if T (λ) and K(λ) satisfy the
relations (1.9) and (5.166) then K ′(λ) = T (λ)K(λ)T (−λ)−1 is also a solution of (5.166),
provided the entries of K(λ) and T (λ) commute, [Kab(λ), Tcd(λ)] = 0. The proof follows
easily by the substitution of K ′(λ) into (5.166) and by using the fundamental Y.B. relation
in the different form

T−1
(2) (−µ)R12(λ+ µ)T(1)(λ) = T−1

(1) (λ)R12(λ+ µ)T(2)(−µ).

If the matrix T (λ) is constructed as an ordered product of N independent Lax operators,
then K ′(λ) can be interpreted as the monodromy matrix of N site lattice model with a
boundary interaction described by the operator valued entries of the matrix K(λ). It is
called Sklyanin’s monodromy matrix. The corresponding transfer matrix is defined as the
trace

t(λ) = trK̄(λ)T (λ)K(λ)T−1(−λ),

where the matrix K̄(λ) is any solution of (5.166), corresponding to the other boundary, is
commutative

[t(λ), t(µ)] = 0.
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In the context of the Heisenberg chain equation (5.166) takes the form:

R12(λ− µ)K−
(1)(λ)Rt1t2

12 (λ+ µ)K−
(2)(µ) = (5.170)

K−
(2)(µ)R12(λ+ µ)K−

(1)(λ)Rt1t2
12 (λ− µ),

R12(−λ+ µ)(K+
(1))

t1(λ)M−1
(1)R

t1t2
12 (−λ− µ− 2η)M(1)(K

+
(2))

t2(µ) = (5.171)

(K+
(2))

t2(µ)M(1)R12(−λ− µ− 2η)M−1
(1) (K

+
(1))

t1(λ)Rt1t2
12 (−λ + µ)

where M is crossing matrix, defined above. In practice, if K−(λ) is a solution of (61)
then K+(λ) = (K−(−λ − η))tM is a solution of (62). The eq. (5.166) has an important
covariance property: if T (λ, ~ω) and K±(λ) satisfies the relations (??) and (61), (62) then
Sklyanin’s monodromy matrix:

U(λ, ~ω) = T (λ, ~ω)K−(λ)T̃ (λ, ~ω), (5.172)

where T̃ (λ, ~ω) = RNa(λ − ωN)...R2a(λ − ω2)R1a(λ − ω1), (cr. with (5.167)), satisfies the
relation

R12(λ− µ)U(1)(λ, ~ω)Rt1t2
12 (λ+ µ)U(2)(µ, ~ω) = U(2)(µ, ~ω)R12(λ+ µ)U(1)(λ, ~ω)Rt1t2

12 (λ− µ).
(5.173)

Indeed, we note that unitarity and crossing symmetry together imply the relation

M(1)R
t2
12(−λ− η)M−1

(1)R
t2
12(λ− η) = ρ(λ). (5.174)

Furthermore, we see that unitarity implies T (λ, ~ω)T̃ (−λ, ~ω) =
∏

ρ(λ − ωi). Therefore, up
to a scalar factor, T̃ (−λ, ~ω) is the inverse of T (λ, ~ω).

The commutativity of the transfer matrix t(λ, ~ω) implies integrability of the open quan-
tum spin chain with the hamiltonian:

H =

N−1
∑

i=1

Hii+1 + 1/2(K
(1)
− )t +

tr0K
(0)
+ (0)HN0

trK+(0)
(5.175)

whose two-site terms are given by

Hii+1 =
d

dλ
Pii+1Rii+1(λ)|λ=0 (5.176)

in the standard fashion.

6 Lattice models, 2 hours

Ferromagnetism arises when a collection of atomic spins align such that their associated
magnetic moments all point in the same direction, yielding a net magnetic moment which
is macroscopic in size. The simplest theoretical description of ferromagnetism is called the
Ising model. This model was invented by Wilhelm Lenz in 1920: it is named after Ernst
Ising, a student of Lenz who chose the model as the subject of his doctoral dissertation in
1925.
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Consider N atoms in the presence of a z-directed magnetic field of strength H . Suppose
that all atoms are identical spin-1/2 systems. It follows that either si = +1 (spin up) or
si = −1 (spin down), where si is (twice) the z-component of the ith atomic spin. The total
energy of the system is written:

E = −J
∑

<ij>

si sj − µ h
∑

i=1,N

si. (6.177)

Here, < ij > refers to a sum over nearest neighbour pairs of atoms. Furthermore,
J is called the exchange energy, whereas µ is the atomic magnetic moment. Equation
(6.177) is the essence of the Ising model. The physics of the Ising model is as follows.
The first term on the right-hand side of Eq. (6.177) shows that the overall energy is
lowered when neighbouring atomic spins are aligned. This effect is mostly due to the Pauli
exclusion principle. Electrons cannot occupy the same quantum state, so two electrons on
neighbouring atoms which have parallel spins (i.e., occupy the same orbital state) cannot
come close together in space. No such restriction applies if the electrons have anti-parallel
spins. Different spatial separations imply different electrostatic interaction energies, and
the exchange energy, J , measures this difference. Note that since the exchange energy is
electrostatic in origin, it can be quite large: i.e., J ∼ 1 eV. This is far larger than the
energy associated with the direct magnetic interaction between neighbouring atomic spins,
which is only about 10−4 eV. However, the exchange effect is very short-range; hence, the
restriction to nearest neighbour interaction is quite realistic.

Our first attempt to analyze the Ising model will employ a simplification known as the
mean field approximation. The energy of the i-th atom is written

ei = −J
2

∑

k=1,z

sk si − µ h si, (6.178)

where the sum is over the z nearest neighbours of atom i. The factor 1/2 is needed to
ensure that when we sum to obtain the total energy,

E =
∑

i=1,N

ei, (6.179)

we do not count each pair of neighbouring atoms twice. We can write

ei = −µHeff si, (6.180)

where

heff = h+
J

2µ

∑

k=1,z

sk.

Here, heff is the effective magnetic field, which is made up of two components: the external
field, h, and the internal field generated by neighbouring atoms. Consider a single atom in
a magnetic field hm. Suppose that the atom is in thermal equilibrium with a heat bath of
temperature T . According to the well-known Boltzmann distribution, the mean spin of the
atom is

s̄ =
e+β µhm − e−β µ hm

e+β µhm + e−β µhm
, (6.181)
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where β = 1/kT , and k is the Boltzmann constant. The above expression follows because
the energy of the “spin up” state (s = +1) is −µ hm, whereas the energy of the “spin down”
state (s = −1) is +µ hm. Hence,

s̄ = tanh(β µ hm). (6.182)

Let us assume that all atoms have identical spins: i.e., si = s̄. This assumption is known
as the “mean field approximation”. We can write

heff = h+
z J s̄

2µ
. (6.183)

Finally, we can combine Eqs. (6.182) and (6.183) (identifying hm and heff) to obtain

s̄ = tanh {β µ h+ β z J s̄/2} . (6.184)

Note that the heat bath in which a given atom is immersed is simply the rest of the
atoms. Hence, T is the temperature of the atomic array. It is helpful to define the critical
temperature,

Tc =
z J

2 k
, (6.185)

and the critical magnetic field,

hc =
k Tc
µ

=
z J

2µ
. (6.186)

Equation (6.182) reduces to

s̄ = tanh

{

Tc
T

(

h

hc
+ s̄

)}

. (6.187)

The above equation cannot be solved analytically. However, it is fairly easily to solve
numerically using the following iteration scheme:

s̄i+1 = tanh

{

Tc
T

(

h

hc
+ s̄i

)}

. (6.188)

The above formula is iterated until s̄i+1 → s̄i. It is helpful to define the net magnetization,

M = µ
∑

i=1,N

si = µN s̄, (6.189)

the net energy,

E =
∑

i=1,N

ei = −N k Tc

(

h

hc
+ s̄

)

s̄, (6.190)

and the heat capacity,

C =
dE

dT
. (6.191)
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7 Heisenberg magnet, Bethe Ansatz method, 8 hours

The Heisenberg model was proposed in 1928 to describe ferromagnetism phenomenon. Clas-
sical Heisenberg model can be formulated as follows: take a d-dimensional lattice, and a set
of spins of the unit length

~si ∈ R
3, |~si| = 1,

each one placed on a lattice node. The model is defined through the following Hamiltonian:

H = −
∑

i,j

Jij~si · ~sj

with

Jij =

{

J if i, j are neighbors
0 else.

a coupling between spins.
For quantum mechanical reasons, the dominant coupling between two dipoles may cause

nearest-neighbors to have lowest energy when they are aligned. Under this assumption the
Hamiltonian can be written in the form

Ĥ = −J
N

∑

j=1

σjσj+1 − h
N

∑

j=1

σj

where J is the coupling constant for a 1-dimensional model consisting of N dipoles, rep-
resented by classical vectors (or ”spins”) sj, subject to the periodic boundary condition
σN+n = σn. The Heisenberg model is a more realistic model in that it treats the spins
quantum-mechanically, by replacing the spin by a quantum operator (Pauli spin-1/2 matri-
ces at spin 1/2), and the coupling constants Jx, Jy, and Jz. As such in 3-dimensions, the
Hamiltonian is given by

Ĥ = −1

2

N
∑

j=1

(Jxσ
x
j σ

x
j+1 + Jyσ

y
j σ

y
j+1 + Jzσ

z
jσ

z
j+1 − hσzj ), (7.192)

where the h on the right-hand side indicates the external magnetic field, with periodic
boundary conditions, and at spin s=1/2, spin matrices given by

σx =

(

0 1
1 0

)

, σy =

(

0 −i
i 0

)

, σz =

(

1 0
0 −1

)

The Hamiltonian then acts upon the tensor product (C2)⊗N , of dimension 2N . The objective
is to determine the spectrum of the Hamiltonian, from which the partition function can be
calculated, from which the thermodynamics of the system can be studied. The most widely
known is the Heisenberg XXZ model, which gives rise the new branch of mathematics
quantum algebras occurs in the case J = Jx = Jy 6= Jz = ∆. The spin 1/2 Heisenberg
model in one dimension may be solved exactly using the Bethe ansatz [8], while other
approaches do so without Bethe ansatz [7]. The physics of the Heisenberg model strongly
depends on the sign of the coupling constant J and the of dimension of the space-time. For
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positive J the ground state of the model is always ferromagnetic. At negative J the ground
state is antiferromagnetic in two and three space-time dimensions, it is from this ground
state that the Hubbard model is given. In one dimension the nature of correlations in the
antiferromagnetic Heisenberg model depends on the spin of the magnetic dipoles. If the
spin is given by positive integer then only short-range order is present. A system of positive
half-integer spins exhibits quasi-long range order.

7.1 Coordinate Bethe Ansatz

The simplest model of N interacting atoms (1D Heisenberg model) has been solved by Hans
Bethe in Bethe, ZS. f. Phys. (1931). The energy levels of each atom are given by two spin
states of one valence electron. When interaction is switched off (lattice spacing is large) all
2N energy levels become degenerate. Taking into account the Coulomb interaction leads to
a splitting of the energy levels and the exchange of spin states of pairs of electrons localized
in neighboring atoms.

It leads to the Hamiltonian of ferromagnetic 1D XXX Heisenberg model (7.192) with
Jx = Jy = Jz = J :

H = −J
N

∑

n=1

Pn,n+1 = −J
2

N
∑

n=1

~σn~σn+1,

where P12 = 1
2
(1 + ~σ1~σ2) is the permutation operator.

In order to avoid the need to consider the boundary effects one considers a closed chain,
imposing periodic boundary conditions n + N = n. The open chain can be considered as
well, upon placing special reflection matrices at the edge sites.

Upon taking into account the average of the magnetic interaction between the electrons,
a so-called Heisenberg-Ising Hamiltonian H∆ appears:

H∆ = −J
N

∑

n=1

SxnS
x
n+1 + SynS

y
n+1 + ∆(SznS

z
n+1 −

1

4
), (7.193)

anisotropy parameter ∆ is set to 1 only in the isotropic case, when only the exchange forces.
Here the constant contribution to Hamiltonian H∆ is added to the ground ferromagnetic
state |Sz = N

2
〉 ≡ |0〉 has zero energy. Hamiltonian of XXZ model H∆ commutes wit

z-projection of spin: [H∆, S
z] = 0. In isotropic XXX case one has [H, ~S] = 0.

The more general XYZ Hamiltonian (7.192) has been considered by Bonner, Sutherland
and Baxter. It depends on two anisotropy parameters ∆ and Γ:

Jx : Jy : Jz = (1 − Γ) : (1 + Γ) : ∆.

Diagonalization method proposed by Bethe, applicable to both Hamiltonian H = HXXX

and to the H∆. Diagonalization of more general Hamiltonian HXY Z requires using of so
called Algebraic Bethe ansatz method. Hence the conservation of the z-projection of total
spin is quite important in this context. The eigenstate of the Hamiltonian H∆ |M〉 corre-
sponding to eigenvalue Sz = N

2
−M (here M is the number of reversed spins) is given by

superposition of basis states:

|n1n2 . . . nM〉 = S−
n1
S−
n2
. . . S−

nM
|0〉.
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Non-diagonal matrix elements of Hamiltonian:

〈{n′}|
∑

n

S+
n S

−
n+1 + S−

n S
+
n+1|{n}〉,

are responsible for transitions |n1n2 . . . nM〉 → |n′
1n

′
2 . . . n

′
M〉, where the configuration {n′}

differs from {n} by transposition of single pair of anti-parallel spins:

n′
1 = n1, . . . , n

′
α = nα ± 1, . . . , n′

M = nM . (7.194)

The periodicity condition for amplitudes has the form:

a(n1n2 . . . nM) = a(n2 . . . nMn1 +N),

where sets {n} are ordered: 1 ≤ n1 < n2 . . . < nM ≤ N . The diagonal matrix elements of
Hamiltonian:

2∆〈{n}|
∑

m

(SzmS
z
m+1 −

1

4
)|{n}〉,

then counts the number of admissible transitions in units ∆. The equation for amplitudes
is:

∑

{n′}
[a({n′}) − ∆a({n})] = 2Ea({n}), (7.195)

where {n′} are admissible transitions defined by (7.194).

7.2 Separation of variables

The state with all spins up, as mentioned above, has zero energy, consider then the state
with single spin down M = 1:

a(n+ 1) + a(n− 1) − 2∆a(n) = 2Ea(n),

with solution:
a(n) = eikn, E = cos k − ∆,

where wave number k is quantized due to periodicity condition:

eikN = 1, kN = 2πλ, λ = 0, 1, 2, . . .N − 1.

In the case of two spins down M = 2, the ansatz is:

a(n1, n2) = eiψ12+ik1n1+ik2n2 + e−iψ12+ik1n2+ik1n2.

This result is extended on M > 2 due to the separation of variables:
1) amplitudes a({n}) extended for coinciding values n1 ≤ n2 ≤ . . . ≤ nM
2) in eq. (7.195) summation goes over all transitions (7.194).
Then eq. (7.195) becomes a finite-difference equation with constant coefficients:

M
∑

α=1

(a(n1, . . . , nα + 1, . . . , nM) + a(n1, . . . , nα − 1, . . . , nM)−
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−2∆a(n1, . . . , nα, . . . , nM) = 2Ea(n1, n2, . . . , nM). (7.196)

3) only two contributions possible: n′
α = nα + 1 = nα+1 and n′

β = nβ − 1 = nβ−1.
Considering down spins at nα and nα+1 one obtains that the forbidden terms cancel each
to other or (7.195) and (7.196) are equivalent (compatible) at

a(n1, . . . , nα+1, nα+1, . . . , nM)+a(n1, . . . , nα, nα, . . . , nM)−2∆a(n1, . . . , nα, . . . , nM) = 0.

The equation (7.196) admits separation of variables in any coordinates and has solutions of
form:

eik1n1+...+ikMnM ,

parameterized by set of momenta {k}. Corresponding energy is given by:

E =
M

∑

α=1

(cos kα − ∆).

The solution (Bethe ansatz) is given by sum over M ! permutations of momenta {k}:

a(n1, . . . , nM) =
∑

P∈πM

A(P ) exp(
M

∑

α=1

ikPα
nα). (7.197)

The coefficients A(P ) are determined from compatibility condition:

∑

P

(eikPα+kPα+1 − 2∆eikPα+1 + 1)eikP1
n1+...+i(kPα+kPα+1

)nα+... = 0.

Defining antisymmetric phases ψαβ = −ψβα:

eiψαβ = −e
ikα+ikβ − 2∆eikα + 1

eikα+ikβ − 2∆eikβ + 1
,

one obtains:
A(PPαα+1) = A(P )e−iψPα,Pα+1 ,

then one can write unique solution of this relation and (7.197) as:

A(P ) = exp(
i

2

∑

α<β

ψPα,Pβ
).

7.3 Periodicity condition

The periodic boundary conditions impose on amplitudes following restriction:

A(P ) = A(PC)eikP1
N , (7.198)

where C is the cyclic permutation Cα = α + 1, so one has:

A(PC) = exp(
i

2

∑

1≤α<β<M
ψPα+1Pβ+1

+
i

2

∑

1≤α<M
ψPα+1P1) =
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= exp(
i

2

∑

1≤α<β<M
ψPαPβ

+ i
∑

1≤α<M
ψPαP1),

then the Bethe equations (7.198) take the form:

eikP1
N+i

∑

1<α≤M ψPαP1 = 1, ∀P,

so, there exists the set of integer numbers {λα} such that:

Nkα = 2πλα +
∑

β

ψαβ . (7.199)

Eqs. (7.199) are complicated set of algebraic equations of high power with respect to
admissible values of variables eikα.

7.4 Algebraic Bethe ansatz

The Algebraic Bethe ansatz is an alternative approach to solution of Heisenberg model,
developed by L. D. Faddeev and collaborators, which based on Inverse Scattering Method
and allow to solve also XYZ model.

For the rational case (XXX Heisenberg model) the R-matrix has the form

R12(u) = u+ ηP12,

It can be written as:

R12(u) =









a(u) 0 0 0
0 c(u) b(u) 0
0 b(u) c(u) 0
0 0 0 a(u)









.

here
a(u) = φ(u+ η), b(u) = φ(u), c(u) = φ(η),

and φ(u) = u for the rational case and φ(u) = sin(u) for the trigonometric case. The
R-matrix satisfies the unitarity condition

R12(u)R21(−u) = a(u)a(−u).

The solution of the integrable model suppose the construction of complete set of common
eigenvectors of Hamiltonian and integrals of motion, which in this context are given by the
generating function - transfer matrix:

t(u) = trT (u) = tr

(

A(u) B(u)
C(u) D(u)

)

= A(u) +D(u). (7.200)

where the monodromy matrix T (u) is given by product ordered along the lattice (1.7) or
(3.114). Then the matrix elements B(u) and C(u) can be treated as annihilation and
creation operators correspondingly. The reference state Ω = {↑ . . . ↑〉} =

∏N
n=1 ωn with all

spins down (pseudovacuum state) is an eigenvector of the Hamiltonian. Indeed, one has:

Ln(u)ωn =

(

φ(u+ η/2) ∗
0 φ(u− η/2)

)

ωn,
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so taking product, one obtains:

T (u)Ω =

(

φN(u+ η/2) ∗
0 φN(u− η/2)

)

Ω,

or C(u)Ω = 0, AΩ = φN(u + η/2)Ω, DΩ = φN(u − η/2)Ω and Ω is an eigenvector of t(u)
and H .

Other eigenvectors have the form:

ΨM(u1, u2, . . . , uM) = B(u1) . . .B(uM)Ω. (7.201)

The RTT = TTR relation (1.8) then gives commutation relation for operators A = T11,
B = T12, C = T21 and D = T22:

[Tij(u), Tkl(v)] =
1

u− v
(Tkj(u)Til(v) − Tkj(v)Til(u)),

which equivalent to
[B(u), B(v)] = 0, (7.202)

A(u)B(v) =
u− v + η

u− v
B(v)A(u) − η

u− v
B(u)A(v), (7.203)

etc. Using these relations, one can commute A(u) and D(u) in (7.201) to the right and act
on Ω:

A(u)Ψ(u1, . . . , uM) = (u+ η/2)N
M
∏

k=1

u− uk + η

u− uk
Ψ(u1, . . . , uM)+

+

M
∑

k=1

Λk(u, u1, . . . , uk)B1(u1) . . . B̂k(uk) . . . BM(uM)B(u)Ω,

where the hat on Bk means that this factor is omitted. Here the first (wanted) term is
obtained when one takes M times the first term in (7.202) and the remaining terms are
unwanted. The unwanted term with coefficient Λk(u, u1, . . . , uk) is obtained when the first
time the second term in (7.202) is taken and then M − 1 times the first one is taken, so one
has:

Λ1(u, u1, . . . , uk) = (− η

u− u1
)(u1 + η/2)N

M
∏

k=2

u1 − uk + η

u1 − uk
.

Then one notices that due to commutativity (7.202) the coefficients Λk(u, u1, . . . , uk) with
k > 1 can be obtained from Λ1(u, u1, . . . , uk) by simple substitution u1 → uk.

In similar way the wanted and unwanted terms computed for D(u)Ψ and demanding
cancelation of all unwanted terms one obtains:

(uj + η/2)N
M
∏

k 6=j

uj − uk + η

uj − uk
= (uj − η/2)N

M
∏

k 6=j

uj − uk − η

uj − uk
,

or in more conventional form:
(

uj + η/2

uj − η/2

)N

=
M
∏

k 6=j

uj − uk + η

uj − uk − η
. (7.204)

46



Then if the set {uk} is solution to Bethe equations (7.204), the vector

ΨM(u1, u2, . . . , uM) = B(u1) . . .B(uM)Ω,

will be eigenvector of transfer matrix (and Hamiltonian) with eigenvalue

E(u, {uk}) = (u+ η/2)N
M
∏

k=1

u− uk + η

u− uk
+ (u− η/2)N

M
∏

k=1

u− uk − η

u− uk
.

Exercise

Show that SzΨM (u1, u2, . . . , uM)=(N
2
−M)ΨM (u1, u2, . . . , uM) and S+ΨM(u1, u2, . . . , uM)=0.

The solution for XXZ Heisenberg model is obtained straightforward, while for XYZ
model as reference state Ω the state, annihilated by some combination of ”annihilation”
and ”creation” operators B(u) and C(u) should be chosen.

8 Ising model, square lattice, 2 hours

Making in (7.193) substitution 2J = β/∆ and taking limit ∆ → ∞ one comes to Ising
Hamiltonian:

HIsing = β

N
∑

n=1

(SznS
z
n+1 −

1

4
). (8.205)

The Ising model solved in one- and two-dimensional cases.

8.1 One-dimensional Ising model

The most general Hamiltonian of 1-dim Ising model is:

H = −
N−1
∑

n=1

Jnσnσn+1. (8.206)

The discrete variable σn takes two values: ±1. The statistical sum of the model is given by

ZN =
∑

σ1,...,σN

eβ
∑N−1

n=1 Jnσnσn+1 =
∑

σ1,...,σN−1

eβ
∑N−2

n=1 Jnσnσn+1

1
∑

σN=−1

eβJN−1σN−1σN =

= 2ZN−1 cosh βJN−1 = 2N
N−1
∏

n=1

cosh βJn,

here we used cosh βJN−1σN−1 = cosh βJN−1 as σN−1 = ±1.
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8.2 Two-dimensional Ising model on square lattice

The Hamiltonian of the Ising model in the absence of magnetic field is:

H(σ) = −
N

∑

j=1

Ejσ(pj)σ(qj),

where pj and qj are edge points of the links ej of some graph G = {e1e2 . . . eN}. It is possible
to show that the statistical sum of the two-dimensional Ising model is reduced to the sum
over cycles drawn on two-dimensional square lattice and is given by:

Z(β) =
∑

σ

e−βH(σ) = 2#V
N
∏

j=1

cosh(βEj)
∑

ξ

∏

ei∈ξ
tanh(βEi),

where ξ is subgraph, cycle on graph G. The square of generating function

F =
∑

ξ

∏

ei∈ξ
tanh(βEi),

is given by determinant of 2N × 2N Kac-Ward matrix:

Aejek
=







1 if ej = ek

−dje
i
2

̂(ej ,ek) if f(ej) = b(ek), f(ek) 6= b(ej)
0 otherwise

where b(e) and f(e) is beginning and end of directed link, and ̂(ej , ek) is the angle between
links ej and ek. Here ej is the link of graph and one variable d(e) corresponds to opposite
directed links ej and ej+N :

ej → dj, 1 ≤ j ≤ N, ej → dj−N , N < j ≤ 2N.

The sign factor chosen in such way implies that path with repeated constraints cancel to
each other. This result has been proved for square lattice by Onsager and later it was
proved using finite combinatorial methods for general rectangular lattice.

9 Graphen, 4 hours

9.1 Hexagonal Lattice, Brillouin zone, Massless Dirac Fermions

Graphene is a mono-layer graphitic sheet of carbon atoms forming a honeycomb hexagonal
lattice, which is given by a superposition of two triangular sublattices A and B. The atoms
belonging to the sublattice B denoted by hollow rings on figure and solid rings correspond
to sublattice A. The elementary cell is rhombic (depicted at the central part of figure) and
contains two atoms of carbon. The distance d between atoms relates to the large diagonal
of the cell as 1 : 3.

48



H0 1
2 transforms covariantly with

weights 0, 1
2
.

Consider first the homogeneous
closed chain, which consists

out of three fermions.
s

c s

c

s c s

s

c s

c

c

s

s

c s

c

c

s

s

c s c s c s

s c s c s c s

�
��

T
TT

�
��

T
TT

T
TT

�
��

�
��

T
TT

�
��

T
TT

�
��

T
TT

�
��

�
��

�
��

T
TT

T
TT

T
TT

�
��

�
��

�
��

"
"

"
"

b
b

b
b

"
"

"
""

b
b

b
bb

"
"

"
""
b

b
b

bb

T
TT

T
TT

T
TTv1

v2
A3

A2

A1 A4

B1

B2

Fig.2
Three of four electrons of carbon atom hybridize to form three σ-orbitals directed to

bounds with three nearest atoms, while the fourth electron forms a π-orbital, orthogonal to
the lattice plane. This latter is responsible for the conductivity properties of graphene.Three
radius-vectors directed from an atom in one sublattice towards three nearest neighbor atoms,
belonging to other sublattice are given by:

A→ B : u1 = (−d, 0), u2 = (
1

2
d,

√
3

2
d), u3 = (

1

2
d,−

√
3

2
d), |ui| = d.

(9.207)
Triple {−u1,−u2,−u3} makes inverse mapping: B → A. The motion of conducting electron
conditioned by hopping with amplitude t onto the next atoms is described by a Hamiltonian
in the approximation of tightly bound electrons:

H = −t
∑

α∈A

3
∑

i=1

a†(rα)b(rα + ui) − t
∑

α∈B

3
∑

i=1

b†(rα)a(rα − ui) =

= −t
∑

α∈A

3
∑

i=1

(a†(rα)b(rα + ui) + b†(rα + ui)a(rα)), (9.208)

where operators a†(rα) and b†(rα) (a(rα) and b(rα)) create (annihilate) electrons related to
sublattice A and B correspondingly:

{a†(rα); a(rα′)} = δαα′ = {b†(rα); b(rα′)}.

To find dispersion relation one just uses disposition symmetry of carbon atoms in the lattice
looking for the energy eigenvector in form:

|ψ〉 = CA
∑

α∈A
eikrαa†(rα)|0〉 + CB

∑

α∈B
eikrαb†(rα)|0〉. (9.209)

Then acting on this state by Hamiltonian (9.208) one finds:

H|ψ〉 = −t
3

∑

i=1

CBe
ikui

∑

α∈A
eikrαa†(rα)|0〉 − t

3
∑

i=1

CAe
−ikui

∑

α∈B
eikrαb†(rα)|0〉 = E|ψ〉,

i.e. one comes to two-dimensional eigenproblem:

(

0 −tX
−tX∗ 0

) (

CA
CB

)

= E

(

CA
CB

)

, X =

3
∑

i=1

eikui, (9.210)
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from which eigenvalues are easily deduced:

E = ±t
√
XX∗ = ±t|X| = ±t

√

1 + 4 cos(

√
3

2
kyd)[cos(

3

2
kxd) + cos(

√
3

2
kyd)]. (9.211)

So the one-particle energy spectrum of the graphene sheet in tightly bound electrons ap-
proximation consists of two surfaces with Ek > 0 and Ek < 0 which touch each to other in
six Fermi points corresponding to zero energy condition (which is equivalent to equations:

sin(3
2
kxd) = 0, cos(3

2
kxd) + 2 cos(

√
3

2
kyd) = 0:

(kx, ky)=(0,± 4π

3
√

3d
), (kx, ky)=(

2π

3d
,± 2π

3
√

3d
), (kx, ky)=(−2π

3d
,± 2π

3
√

3d
). (9.212)

These points form a regular hexagon in the momentum space (Brillouin zone), only two of
which are nonequivalent, because the opposite sides of hexagon are identified, i.e. next to
neighboring corners are equivalent.

Besides interaction with three nearest-neighbor atoms belonging to another sublattice
the tight-binding Hamiltonian for electrons in graphene can include also interaction with
six next-nearest-neighbor atoms belonging to the same sublattice:

H ′ = −t′
∑

α∈A

6
∑

j=1

(a†(rα)a(rα + vj) + b†(rα)b(rα + vj)), (9.213)

where v1 = d
2
(3,

√
3), v2 = d(0,

√
3), v3 = d

2
(−3,

√
3), v4 = d

2
(−3,−

√
3), v5 = d(0,−

√
3)

and v6 = d
2
(3,−

√
3), i.e. |vj| = d

√
3. Upon taking into account this addition the eigen-

problem (9.210) changes to

(

−t′Y −tX
−tX∗ −t′Y

)(

CA
CB

)

= E

(

CA
CB

)

, Y =

6
∑

j=1

eikvj , (9.214)

and just shifts energy value E (9.211) to E + t′Y with Y = 4 cos(
√

3
2
kyd)[cos(3

2
kxd) +

cos(
√

3
2
kyd)] − 2.

Note that theoretical estimation for t′ is 0, 02t < t′ < 0, 2t, the experiment gives t ≈ 2, 8
eV and t′ ≈ 0, 1 eV. It means that the long-wave (low-energy electron excitations) approach
is a good approximation. It can be reached by passing d → 0 in vicinity of nonequivalent
Fermi points K± = (0,± 4π

3
√

3d
):

H± = lim
d→0

1

d

(

0 −tX
−tX∗ 0

)

k=K±+q

=
3

2
t

(

0 iqx ± qy
−iqx ± qy 0

)

= ~v(−qxσ2 ± qyσ1),

(9.215)
where v = 3

2
t~−1 is the Fermi velocity. Combining these contributions and carrying out

Fourier transformation q → −i∂ one comes to:

H = −i~v(γx∂x + γy∂y), γx =

(

−σ2 0
0 −σ2

)

, γy =

(

σ1 0
0 −σ1

)

. (9.216)
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Hamiltonian (9.216) acts on bispinor ψ = (ψA+, ψ
B
+ , ψ

A
−, ψ

B
−)T , where superscripts A and

Bcorrespond to two sublattices, while subscripts + and − correspond to two nonequivalent
Fermi points. In this way the electronic processes in graphene are effectively described
in low-energy approximation in continuous limit by ”relativistic” (2+1)-dimensional Dirac
equation where the role of speed of light c plays Fermi velocity v ≈ c/300. The next-to-
nearest interaction (terms proportional to t′) contribute as a constant term shifting energy
value and the second derivatives H ′ ≈ t′

d
(−3 − 9

16
d2(∂2

x + 4∂2
y)).

The rotations around z-axis are generated by operator Σ = 1
2i
αxαy = 1

2

(

σ3 0
0 −σ3

)

.

The graphene lattice is invariant under 2π-rotations:

ψ(r)|ϕ=2π = exp(2πiΣ)ψ(r)|ϕ=0 = −ψ(r)|ϕ=0, (9.217)

while rotation on angle π (inversion transformation: x → −x, y → −y) should be accom-
panied by A↔ B and + ↔ − transformations,in other words the parity transformation is

generated by matrix iγ0 = i

(

0 σ1

σ1 0

)

: iγ0(ψ
A
+, ψ

B
+ , ψ

A
−, ψ

B
−)T = i(ψB− , ψ

A
−, ψ

B
+ , ψ

A
+)T

9.2 Fullerene, nanotubes

Fullerenes are molecules composed of carbon atoms and were discovered in 1985. They
are a new allotropic molecules of spherical form of carbon, containing more than 20 carbon
atoms, which are connected with each other by three chemical bonds. Scientific and practical
interest in studying fullerenes appeared in 1990, after the invention of the method enabling
their production in bulk.

It is appeared that fullerene molecules can be considered unique instruments of scientific
knowledge and can be used in resolving old scientific problems from an absolutely new
position. Nature has united many opposite properties and notions in the fullerene C60

molecule.
Fullerene C60 is considered as a missed link between organic and inorganic matter. It

is simultaneously a molecule and a particle. The diameter of a C60 molecule is about 1
nanometer, which is equal to the dispersion limit between the colloidal and molecular state
of substances. Inside fullerene one sees only a void with a diameter of 0.4 nm and, above
that, penetrated with electromagnetic fields. By this reason fullerene molecules are called
vacuum bubbles, for which the well-known thesis that Nature abhors a vacuum is false.

Some molecular structures of proteins resembling fullerene in form were known, before
the discovery of fullerenes. Some viruses and other vital biological structures contain such
structures. The geometrical sizes of the fullerene C60 coincides with spherical clusters of
secondary structures of the DNA molecule.

At the beginning of the last century, academician Vernadsky noted that living matter is
characterized by high symmetry: many biologically important molecules have a fifth-order
symmetry axis and are characterized by the golden section concept. C60 molecule has 6
fifth-order axes. It is the only unique known example molecule in nature with such high
symmetry.

Carbon nanotubes are carbon allotropes with a cylindrical nanostructure. Up to now
constructed nanotubes with ratio length-to-diameter of up to 132,000,000:1. It is signifi-
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cantly larger than for any other material. These carbon molecules have unusual properties,
which can be useful for nanotechnology, electronics, optics, materials science, technology
and other fields.

Thanks to their extraordinary thermal conductivity and mechanical and electrical prop-
erties, carbon nanotubes find applications as additives to various structural materials. Nan-
otubes allow to form a tiny portion of the material in some baseball bats, golf clubs, or car
parts. Nanotubes belong to the fullerene structural family. Their name comes from their
long, hollow structure with the walls formed by one-atom-thick sheets of carbon (graphene).

The sheets are rolled at specific and discrete (”chiral”) angles. The combination of the
rolling angle and radius decides the nanotube properties: whether the individual nanotube
shell is a metal or semiconductor.

Nanotubes are classified as single-walled and multi-walled.

10 Fusion Method, 2 hours

Algebraic Bethe Ansatz was already presented above. In this section we will describe the
fusion method developed by efforts of Kulish, Sklyanin and Reshetikhin.

10.1 Higher spin solutions to YBE

Multiplying YBE

R12(u− v)R13(u− α3)R23(v − α4) = R23(v − α4)R13(u− α3)R12(u− v), (10.218)

by R14(u− a4)R24(v − a4) and using (10.218) twice, one deduces, that

(T a3a4b3b4
)b1c1(u) ≡ Rb1a3

d1b3
(u− α3)R

d1a4
c1b4

(v − α4),

satisfies to RTT = TTR equation (1.8). So having the fundamental solution to YBE (1.9)
one obtains a composite solution T ∼ RR with arbitrary shifts α1 and α2. In simplest case
of sℓ2-algebra in corresponds to fusion of two spins one half. According to spin addition
rule, it contains the contribution of spin one:

1

2
[Rb1a3

d1b3
(u+ 1 − α3)R

d1a4
c1b4

(v − α3) +Rb1a4
d1b4

(u+ 1 − α3)R
d1a3
c1b3

(v − α3)],

which is obtained upon symmetrization of indices (a3a4), (b3b4) and α3 = 1+α4. The latter
corresponds to multiplication on projector R34(α3 − α4) = R34(1) = I + P34 = 2P+ on
symmetric subspace in V3 ⊗ V4. Multiplication from the left is equivalent to multiplication
from the right due to (1.9). Due to insertion of projection operator the remaining part,
corresponding to spin zero is decoupled resulting solution T (+) becomes linear with respect
to spectral parameter (second factor containing u enters as an overall scalar factor, which
can be omitted).

Similarly, the contribution of spin zero is obtained upon antisymmetrization of indices
(a3a4), (b3b4) and α3 = α4 − 1, which is equivalent to insertion of P− = 1

2
(I + P34).

This process can be continued to obtain an arbitrary half-integer spin, resulting to the
Lax operator (1.14) linear by spectral parameter.
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Then the RLL = LLR relation (1.8) can be treated as a defining relation for the more
general object, Universal R-operator, acting in tensor product of two arbitrary represen-
tation spaces. In simplest case of sℓ2-symmetry it means that the RLL-relation defined
on space Vℓ1 ⊗ Vℓ2 ⊗ V 1

2
, Lax operators act on product V 1

2
⊗ Vℓi, while R-operator acts on

Vℓ1 ⊗ Vℓ2 . It satisfies to symmetry relation (1.17) and is given by expansion over projection
operators (1.18) where coefficients are determined from the recursion relation (1.19).

10.2 Universal R-operator

Moreover, it is possible to prove the more general tri-linear relation (10.218) for the R-
operator, defining on Vℓ1 ⊗Vℓ2 ⊗Vℓ3 . The latter has to take place as a consistency condition
of RLL-relation:

R12(u− v)L1(u)L2(v) = L2(v)L1(u)R12(u− v). (10.219)

Indeed, let us consider product of three Lax-operators: L1(u)L2(v)L3(w). It can be trans-
posed into L3(w)L2(v)L1(u) by two different ways:

R12(u− v)R13(u− w)R23(v − w)L1(u)L2(v)L3(w) =

R12(u− v)R13(u− w)L1(u)[R23(v − w)L2(v)L3(w)] =

= R12(u− v)R13(u− w)L1(u)[L3(w)L2(v)R23(v − w)] =

= R12(u− v)[R13(u− w)L1(u)L3(w)]L2(v)R23(v − w) =

= R12(u− v)[L3(w)L1(u)R13(u− w)]L2(v)R23(v − w) =

= L3(w)[R12(u− v)L1(u)L2(v)]R13(u− w)R23(v − w) =

= L3(w)L2(v)L1(u)R12(u− v)R13(u− w)R23(v − w),

here we used RLL-relation for objects in square brackets and commutativity of the objects
acting in different spaces like R12 and L3. From the other hand the same result can be
obtained using R23(v − w)R13(u− w)R12(u− v).

Exercise

Prove that R23(v−w)R13(u−w)R12(u−v) transposes L1(u)L2(v)L3(w) to L3(w)L2(v)L1(u).

11 Application to Quantum Chromodynamics, 4 hours

It is generally believed that the integrable models are the key to strong coupling problem.
Up to date the significant progress of Quantum Field Theory is recorded only for theories
with non-trivial interaction in the region of weak coupling where the interaction only slightly
distorts the picture of free (non-interacting) theory and the perturbation theory works.

This is why now so popular different duality transformations, which involve not only
field variables but also coupling constants and map the strong coupling regime of one theory
to the weak coupling regime of other.

Another way to overcome the strong coupling problem is to relate corresponding theory
with exactly solvable system in some limit.
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11.1 Regge limit

The one of the most important theory with strong coupling is Quantum Chromodynamics,
at low energies the coupling constant of the strong interaction αS is exceed the unity and
the representation of hadronic processes in form of Feynman diagram is meaningless. It
decreases with increasing energy and at high energies becomes small enough. The hard
hadronic processes is convenient to represent as scattering of two particles into n − 2, so
the amplitude A2→n−2 has n external legs. In Regge limit

(p1 + p2)
2 = s≫ −t ∼M2 (11.220)

here s is an energy in the center of mass, M is a characteristic hadronic mass scale and t
is momentum transfer A2→n−2 is represented by hamiltonian of sℓ2 Heisenberg spin chain
with non-compact spins.

In Regge theory the high-energy asymptotics of the hadron-hadron scattering amplitudes
is determined by singularities of partial waves in the complex angular momentum plane. It
was observed that the regularity of quantum mechanics, which relates high-energy scattering
amplitudes to the singularities of the partial waves in the complex angular momentum plane
is valid for quantum field theory as well. Namely, in Regge kinematics the hadron-hadronic
scattering amplitude A(s, t)

A(s, t) = is

ǫ+i∞
∫

ǫ−i∞

dJ

2πi

( s

M2

)J

f(J, t) (11.221)

is governed by singularities of the partial waves f(J, t), by Regge poles and Regge cuts.
According to bootstrap conjecture all particle-like excitations correspond to some Regge
singularity and are related to each other via unitarity of the S-matrix and sum rules.

However the programme of building the axiomatic quantum field theory from assump-
tions of only unitarity and analyticity of the S-matrix failed, because Regge theory itself
does not allow to calculate the positions of these singularities. So now, QCD as a theory of
strong interaction is called to describe the Regge behavior of the scattering amplitudes. It
was shown that in leading logarithmic approximation (LLA), which is the natural approxi-
mation in the Regge limit of QCD, A(s, t) can be expressed as a sum of Feynman diagrams
describing the multiple exchange of reggeized gluons in the t-channel.

The perturbative expressions for corresponding Feynman diagrams including large log-
arithmic factors αnlogms (m=n,n-1,...) have to be resummed to all orders in αs, because
bare gluons and quarks are not a good approximation in the Regge limit. The leading con-
tribution (m = n) comes from ladder diagrams, corresponding to exchange of n-reggeons in
t-channel. Being built from an infinite number of perturbative gluons, the reggeons carry
the quantum numbers of the quark or gluon and become a new collective excitation in the
Regge limit. The leading logarithmic approximation results in an asymptotics of ampli-
tudes, which violates the Froissart bound. However unitarity is restored by taking into
account sub-leading contributions. In the generalized leading logarithmic approximation
some minimal set of non-leading terms is included to restore unitarity. In the frame of
effective theory the interaction of the reggeons is determined by LLA.
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The key point of this approach is assumption that number of colors Nc is large (or mul-
ticolor limit Nc → infty). It implies that all Feynman diagrams are planar (can be drown
on plane without intersections of the inner lines), all non-planar diagrams are suppressed
by powers of 1/Nc. It means that if n scattered particles are positioned along the circle,
they will interact only with nearest neighborhoods.

The Regge limit condition implies that momenta of scattered particles are large in
comparison with hadronic mass scale and the four-dimensional space-time is separated on
product of two planes: longitudinal containing 4-momenta p1 and p2 (it entirely determined
by kinematics of the process) and transversal, containing whole information about dynamics
of the process. In turn the expression for amplitude in transversal plane is separated on
holomorphic and anti-homorphic parts, which are given by two copies of 1-dimensional
Heisenberg Hamiltonians of sℓ2-magnet with representations of complex spins ℓ = s + iν
places at the sites of chain. Here s is positive half-integer and ν is anomalous scaling
dimension of corresponding scattered particle.

Such complex spins correspond to infinite-dimensional non-compact representation space,
unlike to positive half-integer spins, corresponding to finite-dimensional representations,
considering in statistical mechanics.

11.2 Integral kernel

The R-operator for such values of spins can be defined by means of defining equation
(10.219). It can be represented as an integral operator with kernel:

R(x1, x2|x′1, x′2) = c(u)
(x1 − x2)

u−ℓ1−ℓ2+1(x′1 − x′2)
u+ℓ1+ℓ2−1

(x1 − x′2)
u+1+ℓ1−ℓ2(x′1 − x2)u+1−ℓ1+ℓ2 , (11.222)

where c(u) is an arbitrary function, ℓ1, ℓ2 are arbitrary spins of representations V1, V2 and
on test function ψ(x1, x2) R acts as follows:

(Rψ)(x1, x2) =

∫

R(x1, x2|x′1, x′2)ψ(x′1, x
′
2)dx

′
1dx

′
2.

The kernel of holomorphic part of scattering amplitude is then given by Hamiltonian:

Hn =
∂

∂u
log tr0(R01(u)R02(u) . . .R0n(u)).

12 Calogero-Moser Model, 6 hours

Quantum Calogero-Moser-Sutherland model describes the set of N identical particles on a
circle interacting pairwise with inverse square potential. Calogero-Moser-Sutherland model
attracted some attention due to conformal character of interaction potential. The new as-
pects of their algebraic structure and quantum integrability was later clarified by [3]. The
Calogero Model is a rare example of integrable many-body problem. The studying of the
Hamiltonian Hc was started by Calogero [2], who computed the spectrum, eigenfunctions
and scattering states in the confined and free cases. The Perelomov observed the complete
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quantum integrability of the model, he stated that exist N commuting, algebraically inde-
pendent operators and Hc is one among them. The complete integrability of the classical
Hamiltonian of Calogero-Moser-Sutherland was proved by Moser.

Unfortunately, in a series of integrable theories, Calogero model stands alone. A pow-
erful Inverse Scattering Method is applicable to it with considerable restrictions. The key
object in ISM is R-matrix depending on spectral parameter. The R-matrix can associate
to this model, but it is dynamic: its matrix elements are not c-numbers and depend on the
coordinates. Moreover, the dependence on the spectral parameter can be obtained only for
elliptical extension. It makes us look for other ways to describe this model.

The Lax method being applied to the integrable model allows to trace its integrability
to zero-curvature condition of L − A pair. Namely the equations of motion of the model
express the consistency condition of some (usually more wide) linear (free) system.

The Calogero model in external harmonic field

HC =
N

∑

i=1

(

p2
i

2
+
ω2q2

i

2

)

+
∑

i<j

g2

(qi − qj)2
(12.223)

can be obtained by SU(N) reduction from the matrix model

H =
1

2
trP 2 +

ω2

2
trQ2 (12.224)

where Q and P are hermitean matrices:

{Pij , Qi′,j′} = δij′δji′, {Pa, Qb} = δab, (12.225)

which is equivalent to the homogeneous (N2 − 1)-dimensional oscillator.
Consider the Calogero matrix Hamiltonian without oscillator term ω = 0. Then (12.224)

tell us H0 = 1
2
tr(P 2). The canonical relations (12.224) are invariant under (canonical)

similarity transformation:

P → P ′ = U−1PU, Q→ Q′ = U−1QU,

with numerical unitary matrix U = exp iε. The Noether current corresponding to this trans-
formation is tr(PδQ) for infinitesimal ε one has δQ = i[Q; ε] and tr(PδQ) = tr(iε[P ;Q]).
So one deduces, that the Noether charges for this transformation are:

Jij = i[P ;Q]ij = const. (12.226)

Now, using that symmetry one can turn the matrix Q to diagonal form:

Q = diag(q1, q2, . . . , qN). (12.227)

Then one can define matrix P from (12.226):

Jij = i
∑

j

(Pikqkδkj − qiδikPkj) = iPij(qj − qi), ⇒ Pij =
iJij
qi − qj

. (12.228)
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Thus the result of reduction of matrix model under consideration is entirely determined
by the numerical matrix J with zeros at diagonal. The simplest case of zero (rank) matrix
J = 0 corresponds to diagonal matrix P (diagonal elements can not be derived from (12.228)
due to vanishing the diagonal elements of J) and to the case of N free particles.

The next in complexity case is rank two matrix:

Jij = δij − wiwj, wi = 1, i = 1, . . .N, (12.229)

the rank one matrix is excluded due to vanishing diagonal elements. Let ψi are components
of column ψ eigenvector corresponding to eigenvalue λ:

ψi −
N

∑

j=1

ψj = λψi, ⇒ (1 − λ)ψi = (1 − λ)ψj ,

one sees, that eigenvalue λ1 = 1 has multiplicity N − 1, while eigenvalue λ2 = 1 − N has
multiplicity one, i.e. the matrix (12.230) indeed has rank two.

So finally, matrix P is:

Pij = piδij + i
1 − δij
xi − xj

=

{

pi, i = j
i

qi−qj , i 6= j
(12.230)

Substituting (12.228) for this case into (12.224) one will come to Hamiltonian of Calogero
model:

H = trP 2 =

N
∑

i,j=1

PijPji =

N
∑

i=1

P 2
ii + 2

∑

i<j

PijPji =

N
∑

i=1

p2
i + 2

∑

i<j

1

(xi − xj)2
.

Then the N − 1 integrals of motion are given by Ij = trP j, j 6= 2. In particular,

trP 3 =

N
∑

i=1

p3
i + 3

N
∑

i,j=1

1 − δij
xi − xj

pi
1

xi − xj
− i

N
∑

i,j,k=1

(1 − δij)(1 − δjk)(1 − δki)

(xi − xj)(xj − xk)(xk − xk)
(12.231)

12.1 Elliptic Calogero model

The elliptic Calogero-Moser model describes the system of N one-dimensional particles
interacting via two-particle potential

V (qαβ) = ℘(qαβ), qαβ = qα − qβ , (12.232)

where ℘ is the Weierstrass function with the periods ω1 and ω2. Hamiltonian of the model
is

H =
N

∑

α=1

p2
α +

∑

α6=β
V (αβ), (12.233)

where qα and pα are coordinates and momenta of particles.
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As we already seen above for the commutativity of the spectral invariants tr(L(u))n of
the Lax operator L(u) it is necessary and sufficient that the Poisson bracket between two
Lax operators could be represented in the commutator form: {Lα1

β1
(u), Lα2

β2
(v)} =

=
∑

γ,γ2

(

rα1α2
γ1β2

(u, v)Lγ1β1
(u)−Lα1

γ1 (u)rγ1α2

β1β2
(u, v)−rα2α1

γ2β1
(v, u)Lγ2β2

(u)−Lα2
γ2 (v)rγ2α1

β2β1
(v, u)

)

(12.234)

or in compact notations:

{L(1)(u), L(2)(v)} = [r(12)(u, v), L(1)] − [r(21)(v, u), L(2)(v)],

where L(1) = L⊗ I, L(2) = I ⊗ L, r(21) = Pr(12)P and P is permutation operator.
The Lax operator is given by the N ×N matrix

Lαβ(u) = pαδ
a
β + iQ(u, qαβ)(1 − δαβ ), (12.235)

where Q(u, qαβ) is expressed in terms of Weierstrass σ functions

Q(u, q) =
σ(u+ q)

σ(u)σ(q)
, (12.236)

and

σx = x
∏

m,n 6=0

(1 − x

ωmn
) exp[

x

ωmn
+

1

2
(
x

ωmn
)2], (12.237)

where ωmn = 2mω1 + 2nω2, ω1, ω2 is a pair of periods.
The ζ and ℘ functions are derivatives of σ(x)

ζ(x) =
σ′(x)

σ(x)
, ℘(x) = −ζ ′(x).

They have properties:

σ(x+ 2ωj) = −σ(x) exp[2(x+ ωj)ζ(ωj)],

ζ(x+ 2ωj) = ζ(x) + 2ζ(ωj), ℘(x+ 2ωj) = ℘(x),

σ(−x) = −σ(x), ζ(−x) = −ζ(x), ℘(−x) = ℘(x).

In the vicinity of x = 0 the Weierstrass functions have the expansions

σ(x) = x+O(x5), ζ(x) = x−1 +O(z3), ℘(x) = x−2 +O(x2).

The spectral invariants tr(L(u))n give as usual integrals of motion. n = 1, 2 correspond to
total momentum of system P =

∑N
α=1 pα and Hamiltonian (12.233):

P = trL(u), tr(L(u))2 = H − V (u). (12.238)

The RLL-relation (12.234) holds for following matrix r:

r(12)(u, v) = a

N
∑

α=1

Eα
α ⊗ Eα

α +
∑

α6=β
cαβE

α
β ⊗ Eβ

α +
∑

α6=β
dαβ(E

α
β ⊗Eβ

α + Eβ
β ⊗ Eα

β ), (12.239)

where

a = rαααα = −ζ(u−v)−ζ(v), cαβ = rαββα = −Q(u−v, qαβ), dαβ = rαααβ = rβαββ = −1

2
Q(v, qαβ).
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12.2 Dynamical R-matrix

It is known that for pure numerical r-matrices, the consistency condition for classical rLL-
relation (12.234) is just Jacoby identity for r-matrices:

[r(12), r(13)] + [r(12), r(23)] − [r(13), r(32)] = 0.

However it is not enough in the case under consideration. The r-matrix (12.239) is not
numerical, it is dynamical, i.e. depends on field variables (coordinates qαβ).

The consistency condition for (12.234) looks like:

{{L(1), L(2)}, L(3)} + {{L(2), L(3)}, L(1)} + {{L(3), L(1)}, L(2)} = 0. (12.240)

It implies the following relation:

[R(123), L(1)] + [R(231), L(2)] + [R(312), L(3)] = 0,

where

R(123) = [r(12), r(13)] + [r(12), r(23)] − [r(13), r(32)] − {r(13), L(2)} + {r(12), L(3)}.

Trying anzatz R(123) = [X(123), L(2)] − [Y (123), L(3)] one obtains Y (123) = X(312) and one
comes to following generalized Yang=Baxter equation for classical r-matrix:

[r(12), r(13)]+[r(12), r(23)]−[r(13), r(32)]−{r(13), L(2)}+{r(12), L(3)}−[X(123), L(2)]+[X(312), L(3)] = 0.
(12.241)

Then is possible to show, that the solution to (12.241) is achieved at:

X(123)(u, v, w) = −i
∑

α6=β
Q(w, qαβ)[−

5

8
Eα
α ⊗Eα

α +
1

8
Eβ
β ⊗Eβ

β +
1

4
Eα
α ⊗Eβ

β +
1

4
Eβ
β ⊗Eα

α ]⊗Eα
β .

So the Poisson algebra of Lax operator L and dynamical r-matrix in elliptic Calogero
model is not closed: r satisfies a generalized version of the classical Yang-Baxter equation
(12.241). It involves a new object, the X matrix and possible give rise to infinite sequence
of r-matrices, depending on coordinate qα.
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